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Abstract

Open-vocabulary learning requires modeling the data distribution in open environ-
ments, which consists of both seen-class and unseen-class data. Existing methods
estimate the distribution in open environments using seen-class data, where the
absence of unseen classes makes the estimation error inherently unidentifiable.
Intuitively, learning beyond the seen classes is crucial for distribution estimation
to bound the estimation error. We theoretically demonstrate that the distribution
can be effectively estimated by generating unseen-class data, through which the
estimation error is upper-bounded. Building on this theoretical insight, we pro-
pose a novel open-vocabulary learning method, which generates unseen-class data
for estimating the distribution in open environments. The method consists of a
class-domain-wise data generation pipeline and a distribution alignment algorithm.
The data generation pipeline generates unseen-class data under the guidance of a
hierarchical semantic tree and domain information inferred from the seen-class
data, facilitating accurate distribution estimation. With the generated data, the
distribution alignment algorithm estimates and maximizes the posterior probability
to enhance generalization in open-vocabulary learning. Extensive experiments on
11 datasets demonstrate that our method outperforms baseline approaches by up to
14%, highlighting its effectiveness and superiority.

1 Introduction

Open-vocabulary learning, an increasingly prominent task in computer vision, aims to recognize
objects for both seen and unseen classes in open environments [[63} 47, [78]]. Effectively modeling
the data distribution in open environments requires capturing both seen-class and unseen-class
distributions. However, existing methods estimate open-environment distributions only based on
seen-class data [46,[76,|75]], and the absence of unseen classes makes it challenging to obtain accurate
distribution estimation in open environments.

In this paper, we study how to learn beyond the seen classes in open environments. We derive
distribution estimation theorems that prove the distribution can be estimated by generating unseen-
class data, with an upper bound on the estimation error. Furthermore, these theorems reveal that
narrowing the distribution gap between seen-class and generated unseen-class data tightens this upper
bound, leading to more precise estimation. Motivated by these theoretical insights, it is desirable
to generate unseen-class data that closely aligns with the seen-class data distribution, enabling a
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more accurate distribution estimation in open environments. To this end, we propose a novel open-
vocabulary learning method, which generates unseen-class data for distribution estimation in open
environments. The method is composed of a class-domain-wise data generation pipeline and a
distribution alignment algorithm.

The class-domain-wise data generation pipeline consists of three key components: a hierarchy-
guided unseen class predictor, a caption-based domain information generator, and a text-to-image
model. These components collaboratively generate unseen-class data while minimizing distribution
differences from the seen-class data. Specifically, the hierarchy-guided unseen class predictor unseen
class predictor leverages a hierarchical semantic tree, constructed from seen classes (leaf nodes) and
their superclasses (parent nodes). This tree is expanded with candidate unseen classes sourced from
WordNet [[14] or large language models (LLMs) [58l 159]. The predictor selects the most relevant
unseen class by identifying the nearest leaf node to ensure a minimal distribution distance to seen
classes. The caption-based domain information generator extracts domain attributes, such as styles
and backgrounds, from the seen-class data via image captioning. The text-to-image model (e.g.,
Stable Diffusion [48])) is utilized to generate unseen-class data, with the guidance of the generated
domain information and predicted unseen classes. Supported by our theoretical guarantees, this
process significantly reduces the distribution gap, enabling accurate distribution estimation in open
environments.

With the generated data, the distribution alignment algorithm is proposed to estimate and maximize
the posterior probability of model outputs in open environments. We derive an evidence lower bound
(ELBO) of the logarithmic posterior, which can be approximated as the expectation of logarithmic
posterior on seen-class data minus the Kullback—Leibler (KL) divergence between the distributions
of seen-class and generated unseen-class data. Hence, we employ a KL-based loss to minimize the
distribution gap between the seen-class and generated unseen-class data. However, due to inherent
variations in mini-batches, enforcing strict alignment in every iteration introduces misalignment,
thereby degrading learning performance. To address this, we propose a sparse loss computation
strategy that accumulates output distributions across iterations and then minimizes the alignment
loss periodically. This approach effectively mitigates misalignment while ensuring that the posterior
probability is maximized, thereby enhancing the generalization capability in open environments.

We evaluate the proposed method in open environments across two settings: base-to-base/base-to-
new, and cross-dataset, using 11 image recognition datasets. Our method consistently outperforms
the baseline on all datasets across two settings, demonstrating its effectiveness. Notably, on the
EuroSAT dataset, our method achieves significant improvements of 14% and 9.48% in the base-to-new
and cross-dataset settings, respectively, highlighting its effectiveness and superiority. Furthermore,
ablation studies confirm the impact of the proposed class-domain-wise data generation pipeline and the
distribution alignment algorithm. The results reveal that reducing the distribution distance between
seen-class and generated unseen-class data indeed enhances performance in open environments,
confirming the critical role of the proposed method. The contributions can be summarized as:

* We present a theoretical analysis that demonstrates the distributions in open environments can be
effectively approximated by generating unseen-class data, with an upper bound on estimation error.

* We propose a novel open-vocabulary learning method, which introduces a class-domain-wise
data generation pipeline to generate unseen-class data and a distribution alignment algorithm to
accurately estimate and utilize the distribution in open environments for enhancing performance in
open environments.

2 Related Work

2.1 Open-Vocabulary Learning

Existing open-vocabulary learning methods can be categorized into pre-training and prompt learning.
Pre-training methods, such as CLIP [46]] and ALIGN [22], train vision-language models (VLMs) on
large-scale image-text pairs (e.g., 400M to 1B) to learn rich multi-modal representations. Recent
efforts focus on scaling datasets (e.g., Datacomp [15], LAION-5B [54]) or improving training
strategies (e.g., caption diversity enhancement [32], fine-grained semantic alignment [34], masked
cross-modal learning [S6], scalable training optimization [62], multimodal guidance alignment [29] ).



However, these methods often require retraining from scratch, which is resource-intensive in terms of
time, data, and annotations.

Prompt learning methods address the retraining issue by introducing learnable prompt tokens at the in-
put [[L7]. Initially successful in NLP tasks [30, 133 138], these methods are adapted for vision-language
models (VLMs). CoOp pioneers continuous prompt optimization in the language branch [[76], while
CoCoOp improves generalization by generating conditional prompts based on visual features [[75].
VPT extends this to the visual branch by optimizing visual prompt tokens [23]. Recent advance-
ments include multi-modal prompt fusion [24} 72, |68]], regularization techniques [77} 31} 25| 142]],
and leveraging local VLM features to enhance performance [28, 57, 16]. These methods focus on
estimating the open-environment distribution using seen-class data without theoretical guarantees
for upper-bounded estimation error. In contrast to existing methods that rely solely on seen-class
data, we explore learning beyond the seen by generating unseen-class data for accurate and bounded
distribution estimation in open environments.

2.2 Learning from Synthetic Data

Synthetic data enhances performance across computer vision tasks like object detection [45} [51]],
semantic segmentation [8, 50|, autonomous driving [1]], and robotics [40} [/1]. Recent text-to-
image models, powered by diffusion techniques, generate high-quality images from text 52} |4, |48]].
Existing methods combine descriptive prompts and classes to create synthetic images [[12], which,
when paired with real data, improve tasks like image classification [2, [11} |18 |36} |53} 1601, object
detection [[7} 166, 74], and semantic segmentation [16] 26| 44,64, |65]|69]]. Unlike these methods that
focus on generation of seen classes, our method generates images for unseen classes to precisely
estimate the open-environment distribution.

3 Preliminaries

3.1 CLIP

We implement our method on CLIP [46] that consists of an image encoder fs, () and a text encoder
9@, (), where parameters are ® = [®;, ®5]. Given an image x, the image encoder embeds x
and adds a learnable class token to obtain the visual feature. Then, the text encoder projects the
corresponding class label y wrapped within a text template to get the textual feature. Given image
and a ground-truth y from all classes, CLIP computes the posterior probability as

exp(Sim(g‘I’z ('y)a f‘1>1 (:E))/T)
Zi exp(Sim(géz (yz)7 f‘1>1 (IB)/T) ’
where sim(+, -) is the cosine similarity and 7 is a temperature parameter. In this paper, we utilize the

prompt learning to optimize CLIP. We add learnable language and visual prompts given as v, and v,
to the textual and visual inputs, respectively. Prompts v = [v1, v2] are optimized with the loss as

p(yle, ®) = M

eXp(Sim(fplgp.ﬂ)/T)
Zi exp(Sim(fp, gpyl)/T) 7

where fp = f&,([v1,z]), and Gpy, = 9a, ([v2,9,]).

Lcg = —log

@

3.2 Open-Vocabulary Learning

Open-vocabulary learning requires recognizing objects of unseen classes and seen classes in open
environments. We denote the data in open environments as D,, which consists of image-label
pairs {(x,,y,)}. Accordingly, D, can be divided into two disjoint datasets, i.e., the seen-class
dataset Dy = {(xs, y,)} and the unseen-class dataset D,, = {(x,,y, )} The corresponding label
sets are denoted as Y, = {y,}, Y = {y.},Y . = {y,}, which satisfy that Y, N Y ; = () and
Y, UY, =Y, A unique aspect of open-vocabulary recognition tasks is the inclusion of language
vocabulary knowledge encoded in a large vocabulary space, such as the description of textual classes.

Open-vocabulary learning tasks aim to maximize the model outputs of posterior p(g|x,, ®). Intu-
itively, the posterior distribution p(g|x,, ®) is strong related to p(g|x,, ®) and p(g|x,,, ). Existing



methods tend to utilize seen-class data to model p(g|xs, ®), which is further to estimate p(y|x,, ).
Ignoring p(g|x,,, ®) results in significant estimation errors that cannot be guaranteed to be bounded,
further impacting the generalization in open environments.

4 Theoretical Analysis

To facilitate open-vocabulary learning, we explore learning beyond the seen classes for accurate
distribution estimation in open environments. In this section, we demonstrate that the distribution in
open environments can be estimated by generating unseen-class data G,, = {(«.,y,)}. The label set
of G, is denoted as Y, = {y,_} that satisfies Y. NY s =0 and Y. UY; = Y,. Our theoretical
analysis is conducted from two perspectives, i.e., the joint probability distribution and the posterior
probability distribution.

The joint probability distribution in open environments is denoted as p(z,, y,). Dueto Y . NY ; = ()
andY ,UY; =Y, p(x,,y,) can be modeled as

p(xo,y,) = p(xs,y,) + p(Tw, Y,), 3

where p(xs, y,) and p(x.,, y,,) denote the joint probability distribution of seen classes and unseen
classes, and p(x, y,) can be directly modeled from seen-class data. We propose that p(x,,, y,,) can
be estimated by generating unseen-class data G,, = {(x., y.)}, where this estimation error is upper
bounded, as shown in Theorem I}

Theorem 1. With probability at least 1 — 6, we have the following,

d(p(a:ey)p(ws y)) ln%+glnm+8
e w < 7 e/ b S (4)
d(p(w 7ye)7p(a: 7yu)) — \/ 2m _ 1 + 2m — 1 5

where d(-, ) denotes the distribution distance, and m denotes the size of seen-class dataset.

This theorem demonstrates that the distance between the joint distributions of unseen-class and gener-
ated unseen-class data has an upper bound. In Theorem|T] we can observe that as the distance between
the joint distributions of generated unseen-class data and seen-class data d(p(aze, Y.), p(xs, yb))
decreases, the upper bound in Eq. (@) decreases. This indicates that we can narrow the gap between
the joint distributions of generated unseen-class data and unseen-class data by reducing the distance
between the joint distributions of generated unseen-class data and seen-class data. Theorem [T]holds
for any distribution distance (e,g,, KL divergence, total variation distance, or other forms).

In terms of posterior probability distribution, we demonstrate that the estimation error between
p(y|x., ®) and p(¥|x,, ®) is upper bounded, which is presented in Theorem 2} Without loss of
generality, we define the distribution distance as KL divergence for analysis.

Theorem 2. Given the predicted classes Y . = {y.}. Suppose that predicted class Y . have any
nonzero probability p(Y .). With probability at least 1 — & over the m instances of generated
unseen-class data {(z.,y.)}, we have that

In—2—~ +Ini Y|
Die (p(|2, ®)||p(glae, ®)) < | —2FL 2 2 ©)
I(L(p(y|:B ) )||p(y‘$ ) )) = om n IYu|
Discussion. p(Y ) is the probability assigned to Y. under the distribution over Y',,. Since Y. C Y,
p(Y.) > 0 always holds without any constraint on Y.

Theorem [2]demonstrate that the estimation of the posterior probability distribution in open environ-

. In —-—~+Ind .
ments has an upper bound. From Theorem we can observe that lim |/ —252—= = 0, which
m— oo

indicates that increasing the amount of samples m can decrease the approximation error. As the
probability p(Y ) and |Y .| increase, the approximation error bound decreases, which conforms to
common sense. The step-by-step derivations are presented in the appendix.

From Theorems|l|and [2] we can conclude that the distance between the distributions of generated
unseen-class data and unseen-class data in open environments has an upper bound. This provides the
theoretical guarantee for the open-environment distribution estimation.
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Figure 1: Formulation of Class-Domain-Wise Data Generation Pipeline

5 Method

Based on the theoretical analysis, we propose a novel open-vocabulary learning method that includes a
class-domain-wise data generation pipeline to generate unseen-class data and a distribution alignment
algorithm to estimate and utilize the estimated distribution for generalization.

5.1 Class-Domain-Wise Data Generation Pipeline

Inspired by Theorem [I]that indicates estimation error is related to the distribution distance between
seen-class data and generated unseen-class data, our goal is to generate unseen-class data aligned with
the seen-class data distribution. Our pipeline includes a hierarchy-guided unseen class predictor to
identify classes close to seen-class data, a caption-based domain information generator to extract
domain information of seen-class data, and a text-to-image model. These components work together
to generate unseen-class data that align with the seen-class data distribution. The overall pipeline is
shown in Figure/T}

5.1.1 Hierarchy-Guided Unseen Class Predictor

In open environments, the semantic structure of classes exhibits a prominent hierarchical nature,
akin to the label space in ImageNet [[10], which is also organized hierarchically. Motivated by this
observation, the unseen class predictor leverages the semantic structure of seen classes to predict
unseen classes.

We first construct a semantic tree for the seen classes Y s, where Y are the leaf nodes and parent
nodes represent superclasses derived from WordNet [14]] or large language models (LLMs) [58,159].
If WordNet contains the classes, superclasses are their hypernyms; otherwise, LLMs are queried. To
predict unseen classes, we expand the semantic tree by adding missing hyponyms of the superclasses
via WordNet or LLMs. These hyponyms, representing sibling nodes of the seen classes, serve as
potential unseen class candidates. For each candidate, we compute its cosine similarity with seen
classes using textual embeddings from text encoder g, (), and select the top K closest candidates
as predicted unseen classes.

5.1.2 Caption-Based Domain Information Generator

Domain information (such as image style and scene information) plays important roles in the
alignment of generated unseen-class data and seen-class data. We aim to capture the domain
information from seen-class data by utilizing Vision-Language Models (VLMs) [37]. In doing so, we
have to encounter two main issues. Firstly, the hallucination originated from VLMs may result in
unmatched domain information. Secondly, domain information extracted from seen-class data may
be limited, undermining the diversity of generated images.

To solve these issues, we utilize VLMs to generate class-specific captions for each classes, and then
we calculate the similarity between these descriptions and the images of corresponding classes. By



selecting top K; results with the highest similarity, we ensure that the generated textual descriptions
closely align with the image content, thereby effectively reducing hallucination issues. Then, the
selected captions are summarized as top K class-specific domain information by using LLMs.

5.1.3 Text-to-Image Model

The text-to-image model [49] is utilized to generate unseen-class data, with the guidance of the
predicted unseen classes and the corresponding class-specific domain information.

Because the unseen classes are close to seen classes and domain information aligns with seen-class
data, we narrow the distribution gap between the generated unseen-class data and the seen-class data.

5.2 Distribution Alignment

After generating unseen-class data G, = {(x.,y.)}, we estimate and maximize the posterior
probability in open environments, thereby enhancing its generalization. The posterior probability
distribution of model outputs in open environments satisfies that

p(y|zo, ®) x p(Y|Tu, ®)p(Y|Ts, P). (6)
The Evidence Lower Bound (ELBO) of the logarithmic posterior probability can be derived as
log p(y|@o, @) = Ellog p(y|xs, ®)] — Diw(p(ylzs, @)|[p(y|zu, P)), ©)

where the proof is presented in the appendix. Due to the absence of (x,,vy, ), we leverage the
generated unseen-class data (., y,.) to estimate ELBO, i.e.,

Ellog p(ylzs, ®)] — Dr(p(ylzs, @)||p(y|we, P)). ®)

As Theorem [2| suggests that the KL divergence between p(y|x,, ®) and p(y|z., ®) is upper-
bounded, this estimation in Eq. (§) is reasonable and practically effective. Thus, log p(y|z,, ®) in
Eq. can be maximized by minimizing —E[log p(g|xs, ®)] and Dk (p(g|zs, @)||p(Y|xe, P)).

To this end, we design distribution alignment algorithm that adopts prompt learning to optimize CLIP.
Specifically, we minimize the Lcg(+) on Dy, in Eq. () to minimize —E[log p(g|xs, ®)]. To minimize
Dx(p(y|xs, ®)||p(g|xe, ®)), we introduce a KL-based loss for distribution alignment, which is
formulated as

L1 = Dx[p(ylz, B, v)|[p(Y|ze, ,0)]. ©)
By minimizing Lcg(-) and Lk (+), p(g|x,, ®) is maximized.

The proposed loss Ly (+) introduces additional challenges, i.e., the data from unseen and seen classes
in the mini-batch may differ significantly, and the loss could forcefully align their output distributions
despite their large inherent differences. This misalignment between the distributions can, in turn,
compromise the learning performance of both the base and unseen classes. To address the issue,
we propose a sparse loss computation strategy that accumulates output distributions of seen-class
data across iterations and then minimizes the alignment loss periodically. During each iteration, we
save the output distributions of the seen-class data. For each batch of unseen-class data, we compute
the similarity between the saved output distributions of seen-class data and that of the unseen-class
data. Alignment is then performed on the top K5 most similar distributions, which helps alleviate the
misalignment problem by ensuring a more accurate and consistent alignment across batches.

In order to decrease the distribution distance between the generated data and real data in the feature
spaces, we introduce a Maximum Mean Discrepancy (MMD) loss. Specifically, we first generate
some extra seen-class data G, = {(«’s,y,)} using the same generation pipeline as presented in
Section[3.1l Then the MMD loss is formulated as

Lyvvp = ) ijzzl K(xy,xl) + EMZ:IK(W b ®'p) — oo} ;;K(wmm i) (10)

lz—yll?
where n is batch size. K(x,y) = e~ 2t represents Gaussian kernel. By minimizing the MMD

loss, the distance of feature spaces between generated data and real data is decreased, further
improving alignment. We also employ the sparse loss computation strategy for the MMD loss.

Overall, the loss function for updating parameters is
Liotal = Lcg + aLxr + BLymMD, an



where « and /3 are hyper-parameters. By minimizing L, the posterior probability in open environ-
ments p(y|x,, ®) is maximized, thereby improving capability in open environments. This algorithm
is summarized in appendix.

Table 1: Results in base-to-new/base-to-base generalization setting. We bold the best results and
underline the second-best results. H denotes the harmonic mean of performance on base and new.

Dataset CLIP CoOp CoCoOp DePT TCP CuTCP DeKg PromptSRC  Ours Gain
[46] [76] [75] [73] [70] [21] [35] (baseline) A

Base | 69.34 82.69 80.47 85.19 84.13 8421 84.96 84.26 86.40 +2.14

Average  New | 7422 63.22 71.69 76.17 7536  76.10  76.38 76.10 80.52  +4.42
H | 71.70 71.66 75.83 80.43 79.51 7995 80.44 79.97 83.36 +3.39

Base | 72.43  76.47 75.98 7820 7727 7773 7740 77.60 7791 +0.31

ImageNet New | 68.14 67.88 70.43 70.27 69.87 70.50  69.20 70.73 70.74  +0.01
H | 7022 7192 73.10 74.02 7338 7394  73.07 74.01 7415 +0.14

Base | 96.84 98.00 97.96 98.57 9823 9847  98.64 98.10 98.97 +0.87

Caltech  New | 94.00 89.81 93.81 94.10 94.67 9527 9520 94.03 9585 +1.82
H 95.40 93.73 95.84 96.28 9642  96.84  96.89 96.02 97.38 +1.36

Base | 91.17 93.67 95.20 9543 94.67 95.07 9447 95.33 96.01  +0.68

Pets New | 97.26 95.29 97.69 9733 9720 97.83 97.76 97.30 98.27 +0.97
H 9412 94.47 96.43 9637 9592  96.43  96.09 96.30 97.12  +0.82

Base | 63.37 78.12 70.49 80.80 80.80 80.23  81.18 78.27 8293  +4.66

Cars New | 74.89  60.40 73.59 75.00 74.13 7427 7475 74.97 80.81 +5.84
H | 68.65 68.13 72.01 71719 7132 7713 77.83 76.58 81.86 +5.28

Base | 72.08 97.60 94.87 98.40 97.73  98.10  98.58 98.07 98.77  +0.70

Flowers ~ New | 77.80 59.67 71.75 77.10 75.57 7558  75.18 76.50 80.92 +4.42
H | 7483 74.06 81.71 86.46 8523 8538  85.30 85.95 88.96 +3.01

Base | 90.10 88.33 90.70 90.87 90.57 90.47  90.73 90.67 91.39 +0.72

Food New | 91.22  82.26 91.29 91.57 9137 9177  91.55 91.53 9299 +1.46
H | 90.66 85.19 90.99 91.22 9097 91.11 91.14 91.10 92.18 +1.08

Base | 27.19 40.44 3341 45.70 4197 4243 4520 42.73 4898 +6.25

Aircraft  New | 3629 22.30 23.71 36.73 3443 3637  35.09 37.87 44.03 +6.16
H 31.09 28.75 27.74 40.73 37.83  39.17 3951 40.15 46.37 +6.22

Base | 69.36  80.60 79.74 83.27 82.63 83.00 8252 82.67 83.64 +0.97

SUN New | 7535 65.89 76.86 7897 7820 7823 7830 78.47 80.15  +1.68
H 7223 7251 78.27 81.06 8035 80.55 80.35 80.52 81.86 +1.34

Base | 53.24 79.44 77.01 84.80 8277 83.00 83.80 83.37 8553 +2.16

DTD New | 59.90 41.18 56.00 6120 58.07 59.40  59.66 62.97 71.50  +8.53
H | 5637 54.24 64.85 71.09 6825 6924  69.70 71.75 77.89 +6.14

Base | 56.48 92.19 87.49 9323 91.63 90.87 94.02 92.90 9717 +4.27

EuroSAT New | 64.05 54.74 60.04 77190 7473 77.13  81.69 73.90 87.90 +14.00
H | 60.03 68.69 71.21 84.88 8232 8344 8742 82.32 92.30  +9.98

Base | 70.53 84.69 82.33 87.73 87.13 86.87  88.06 87.10 89.14 +2.04

UCF New | 77.50 56.05 73.45 7770 80.77  80.80  81.77 78.80 82.53 +3.73
H | 7385 67.46 77.64 82.46 8383 83.72 84.80 82.74 85.71 +2.97

6 Experiments

6.1 Experiment Settings

We evaluate our method on open-vocabulary benchmarks with 11 image recognition datasets, follow-
ing the setting of the baseline method PromptSRC [25]].

Datasets. We evaluate the proposed method on 11 image recognition datasets: ImageNet [10], Cal-
tech101 (Caltech) [13]], OxfordPets (Pets) [43]], StanfordCars (Cars) [27], Flowers102 (Flowers) [41]],
Food101 (Food) [3]], FGVCAircraft (Aircraft) [39], SUN397 (SUN) [67], UCF101 (UCF) [55],
DTD [9] and EuroSAT [19].

Benchmark Settings. We evaluate our method on two open-vocabulary learning benchmarks.



Table 2: Results of our method and state-of-the-art methods for cross-dataset evaluation.

Source Target
ImageNet Caltech Pets Cars Flowers Food Aircraft SUN DTD EuroSAT UCF Average

CoOp 71.51 9370 89.1464.51 68.71 8530 18.47 64.1541.92 46.39 66.55 63.88
CoCoOp  71.02 94.43 90.1465.32 71.88 86.06 22.94 67.3645.73 45.37 68.21 65.74
ASPrompt  71.05 94.57 90.79 66.90 72.30 86.17 25.16 67.3247.35 50.25 69.52 67.03

PromptSRC  71.27  93.60 90.2565.70 70.25 86.15 23.90 67.1046.87 45.50 68.75 65.81
Ours 7122  93.87 90.46 67.36 72.88 86.61 25.14 67.6848.27 54.98 69.44 67.68
Gain A -0.05 +0.27 +0.21+1.66 +2.63 +0.46 +1.24 +0.58+1.40 +9.48 +0.72 +1.87
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Figure 2: Ablation Studies on Quantity of Predicted Unseen Classes and Generated Images.

Base-to-base/Base-to-new generalization. We equally split each dataset into base and new classes.
The model is trained on base classes and evaluated on both base classes (base-to-base) and new
classes (base-to-new) across all 11 datasets.

Cross-dataset evaluation. To evaluate our method on the unseen classes under different domain
environments, we adopt cross-dataset setting, where we train a model on ImageNet (source domain)
and evaluate the model on the other 10 datasets (target domains) without any fine-tuning.

Implementation details. Following the setting of PromptSRC [25]], we use a few-shot training
strategy in all experiments at 16 shots which are randomly sampled for each class. We apply prompt
learning on a pretrained ViT-B/16 based CLIP model and report results averaged over 3 runs. Other
details such as hyper-parameters are provided in appendix.

6.2 Base-to-Base/Base-to-New Generalization

We compare our method with other prompt learning methods in Table[I] Results show that our
method significantly improves the performance of PromptSRC in open environments for both base-
to-base and base-to-new settings, demonstrating its effectiveness in open environments. Notably, on
new classes, our method achieves up to a 14% performance improvement, indicating its ability to
effectively estimate the distribution of unseen classes.

We also compare our method with other state-of-the-art methods: CLIP [46], CoOp [76], Co-
CoOp [75], DePT [73], TCP [70], CuTCP [21], and DeKg [35]]. Results show that our method



Table 3: Ablation studies on class quality and data quality. “Acc" denotes the accuracy. “Dis" denotes
the distribution distance of the generated unseen-class data and seen-class data.

| Ours Class Quality Data Quality
Dataset ‘ Acct Dis | LowSim w/o Tree Picture Photo Image
Acct Dis) Acct Dis] Acct Dis| Acct Dis] Acc?t Dis|
Base | 98.97 98.26 97.93 98.26 98.19 98.06
Caltech New | 95.85 9.99 94.32 10.49 93.67 13.16 94.21 11.84 94.11 11.95 93.78 12.12
H | 97.38 96.25 95.75 96.19 96.11 95.87
Base | 96.01 95.85 95.00 95.69 9543 95.27
Pets New | 98.27 7.58 97.60 8.19 96.81 11.71 97.04 9.14 9698 9.21 96.92 10.27
H | 97.12 96.72 95.90 96.36 96.20 96.09
Base | 82.93 78.94 77.86 77.99 78.71 78.24
Cars New | 80.81 892 7529 9.33 7336 13.78 74.75 10.65 75.04 10.08 74.92 10.48
H | 81.86 77.07 75.54 76.33 76.83 76.54
Base | 98.77 98.29 97.15 97.82 97.91 97.63
Flowers New | 80.92 6.29 77.52 6.88 75.04 1029 76.88 7.99 77.09 7.84 76.17 8.22
H | 88.96 86.68 84.67 86.09 86.26 85.57

Table 4: Ablation study on distribution alignment. “w/o da" denotes prompt learning without
distribution alignment.

‘ Caltech Pets Cars Flowers Aircraft DTD EuroSAT UCF

\w/o da Ours w/o da Ours w/o da Ours w/o da Ours w/o da Ours w/o da Ours w/o da Ours w/o da Ours

Base| 97.42 98.97 94.10 96.01 74.14 82.93 96.49 98.77 39.80 48.98 75.81 85.53 93.57 97.17 85.16 89.14
New| 90.07 95.85 88.65 97.65 71.63 80.81 71.63 80.92 23.39 44.03 53.50 71.50 64.13 87.90 62.03 82.53
H |93.60 97.38 91.29 96.82 72.86 81.86 82.22 88.96 29.47 46.37 62.73 77.89 76.10 92.30 71.78 85.71

achieves the best performance, demonstrating its superiority in open environments, especially its
generalization ability on unseen classes.

6.3 Cross-Dataset Evaluation

The comparison between our method and other prompt learning methods is presented in Table [2]
Compared to PromptSRC, our method achieves the comparable performance on the source dataset.
On the target datasets, our method significantly outperforms PromptSRC with a notable improvement
of 9.48% on the Eurosat dataset, demonstrating that our method can improve the generalization on
unseen classes across different domains, effectively working in open-vocabulary learning task.

6.4 Ablation Studies

6.4.1 Effectiveness of Class-Domain-Wise Data Generation Pipeline

We evaluate the effectiveness of two components with respect to this pipline, i.e., hierarchy-guided
unseen class predictor and caption-based domain information generator.

Hierarchy-Guided Unseen Class Predictor. We evaluate the effectiveness by adjusting the quantity
and quality of predicted unseen classes. As to the quantity, we randomly select s.;s X IV classes
from the N predicted unseen classes for training, where s.;s < 1 denotes sampling ratio. We
conduct experiments on three datasets (DTD, Flowers102, UCF101), and we set s.;5 as 0.1 to 0.9 in
increments of 0.1 for each dataset. As shown in Figures 2a] [2bland [2c| we observe that increases of
quantity lead to better performance, especially for new classes, which is consistent with Theorem 2]

As to the quality, we introduce “LowSim" that chooses candidate classes with lowest cosine similarity
and “w/o Tree" that directly ask LLMs to query unseen classes. We calculate the distribution distance
between the generated unseen-class data and the seen-class data. As shown in Table|3| our method



can significantly reduce the distribution distance and improve alignment with seen-class data. Results
also reveal that alignment improves recognition, which is consistent with Theorem [I]

Caption-Based Domain Information Generator. We evaluate its effectiveness of by adjusting the
quantity and quality of generated images. As to the quantity, we randomly select $;,,,q4 X M images
of each predicted unseen classes for training, where s.;s < 1 denotes sampling ratio and M denotes
the amount of data for each classes. Figures [2d] [2¢| and [2f] show that increase of quantity leads to
better performance, especially for new classes, which is consistent with Theorem [2]

As to the quality, we modify the prompt template for data generation, without the domain information
inferred from the generator. We inject “Picture”, “Photo" and “Image" into stable diffusion model to
generate images, which are denoted as the the prompt template “A picture of a {class}", “A photo of a
{class}", and “An image of a {class}", respectively. Results are shown in Table[3] We observe that our
method can significantly reduce the distribution distance and improve alignment with seen-class data.
Results also reveal that this alignment improves recognition, which is consistent with Theorem T}

To further evaluate the generated image quality, we computed CLIPScore [20]. CLIPScores on
UCF101, DTD, SUN397, Caltech101, OxfordPets, and StanfordCars are 0.43, 0.42, 0.43, 0.43, 0.44,
and 0.42, respectively. Results show that these images exhibit high semantic quality (CLIPScore
>0.35 is considered high quality [[61} 3 152]). We further conducted a user study and a GPT-4-based
evaluation, where both human annotators and GPT-4 independently rated 200 randomly selected
images on a 1-5 scale (5 is the highest quality). The resulting average scores of 4.67 (human) and
4.59 (GPT-4) confirm the high quality of the generated images.

6.4.2 Effectiveness of Distribution Alignment

We evaluate the effectiveness of the distribution alignment algorithm by directly using the generated
images for prompt learning during training without the distribution alignment algorithm, denoted by
“w/o pda". Results are shown in Table [5] which indicate that the proposed algorithm can improve
the model performance in open environments by aligning the output distributions of model between
generated data and real data.

6.5 Efficiency Analysis

We take Eurosat as an example for analysis. The training time and memory of our method requires
at most 16.14 GB and 739.2 s. The baseline requires 6.12 GB and 101.25 s. The added time and
memory mainly come from data generation. At inference time, no extra parameters or computation
are introduced. Thus, our runtime (3.8 s) and memory (1.84 GB) are identical to the baseline.

7 Conclusion and Discussion

In this paper, we have investigated learning beyond the seen for bounded distribution estimation
in the open-vocabulary task. We have demonstrated the distribution in open environments can be
estimated by generating unseen-class data with upper-bounded estimation error, as evidenced by
the constructed theoretical analysis. The proposed open-vocabulary learning method consists of
a class-domain-wise data generation pipeline and a distribution alignment algorithm. The data
generation pipeline generates unseen-class data via the introduced unseen class predictor and domain
information generator, enabling accurate distribution estimation. With the generated data, the
proposed distribution alignment algorithm can effectively estimate and maximize the posterior
probability in open environments for improving generalization in open environments. Experiments
on 11 datasets demonstrate that our method can generate unseen-class data for accurate distribution
estimation, leading to consistent improvements in generalization across diverse open environments.

The generated data exists biases from the utilized LLMs and wordnet. In the future, we plan to design
a multi-expert collaboration strategy that leverages diverse pretrained models and agreement-based
selection to reduce dependence and bias on any single model. Moreover, to extend our method
to support truly unknown classes, such as newly cartoon characters, we plan to integrate RAG
mechanisms that dynamically retrieve emerging classes from external sources to enhance the ability
of the model to generate up-to-date images, enabling the model to adapt in real time to new concepts.
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paper’s contributions and scope?

Answer: [Yes]
Justification: The abstract and introduction include the claims made in the paper.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.
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much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations in Section 7.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Specific details are provided in supplementary materials.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the implementation details in Section 6 and supplementary materi-

als.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer:

Justification: We do not provide open access to the data and code at this time, but can
publishpart of them at the rebuttal stage if the reviewers need it. The complete data and code
willbe published after the paper is accepted.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the implementation details see Section 6 and supplementary
materials.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We follow existing work in the areas we work in and do not provide statistical
significance for fair comparisons.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: : We provide the computer resources in supplementary materials.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our work conforms with the NeurIPS Code of Ethics.
Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.
* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of our work performed.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper contains no such risky models or data.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We’ve cited the original paper of the code and model we used.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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15.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer:

Justification: We will provide open access to part of the new assets at the rebuttal stage if
the reviewers need it. The complete assets will be published after the paper is accepted.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: The LLM is used only for writing and editing.
Guidelines.

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Proof of Theorem

In the manuscript, we present Theorem to demonstrate that the estimation error of p(x.,, y,,) is
upper bounded. Here we provide further derivations of Theorem [3| of the manuscripts. To this end,
We first review the defined setting in open-vocabulary learning task, present some lemmas, and their
proofs, which are based on PAC-Bayesian Theorems [?, ?].

Setting. The data in open environments can be denoted as D, = {Ds, D, }, which consists of
image-label pairs {(x,,y,)} = {(zs,vy,), (®u,y,)}. We assume a predicted unseen-class data
distribution E, where (2%, y®) has the probability ;. Similarly, the distributions of training data,
unseen data and data in open environments are denoted as S, U and O, respectively.

Lemma 1. With probability at least 1 — 0 over the training dataset of size m, we have the following,

Y Siemni < %m. (12)

Proof. By the Chernoff bound we have P(y > z) < 2¢=2m%" We now consider the density func-
tion f () maximizing [ e(m=17" f(~)dy subject to the constraint that [ f(y)dy < 2e—2ma’
The maximum occurs when we have fwoo fydy = 2e2m=" which is realized when f (v) =
8m76*2m72. So we have the following.

Eg e®m=107" S/ =" f(y)dy
0

— /OO 8m,_ye(2m—1)'yze—2'rn'y2d,y
0

(13)
= /00 8m'ye_"’2d7
i,
which suffices to the following.
Vi Eg [e@m*l)ﬂ < 4m. (14)
So we have the following.
Eg E; e®m= D7 < 4, (15)
By applying Markov’s inequality on Eq. (T3)), we get the following.
P [Z S;em=17 > 4;”] <4, (16)

which suffices to lemmalll

To prove lemma [6] we consider selecting a training data distribution S and a predicted unseen-class
data distribution E. Lemmal[l]implies that with probability at least 1 — § we have the following.

Y Siemint < %m. (17)

So to prove lemmait now suffices to show that Eq. plus In % < 2m implies the following for
all distributions FE such that d(E, S) < 2m.

lng—:—i—ln%—i—%lnm—i—S

> B SZEZ»\/ ST : (18)

To prove Eq. (I8) for a given E we select 7; so as to maximize the quantity > E;~; subject to the
constraint Eq. (I7). Using Lagrange multipliers we set the gradient of the constraint to be equal to a
multiplier A times the gradient of the objective function.

2(2m — 1)y;e@m=D7% S, = \E;. (19)
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Eq. (I8) is trivially true if E; > 0 but S; = 0 for some i. So we can assume without loss of generality
that S; > 0 whenever E; > 0. This allows the above to be rewritten as follows.

AE;
2(2m — 1)@m= = = (20)
Note that 2(2m — 1)76(2’”*1)72 is an unbounded monotonically increasing function of v. We now
define A; () to be the unique non-negative value satisfying the following.

AE;

2(2m — 1) Ay(\)e@m=DAI) = o 1)
Now note that S;e2m=127(N) is an unbounded monotonically increasing function of A. We now
define \* to be the unique nonnegative value such that we have the following.

3§ cnnaton A, 22)
Note that 2;(0) = 0 and 3 8;e®m~ D210 = 1 < 4m 54 we must have \* > 0 and hence
N;(A*) > 0for E; > 0. O

Lemma 2. For any ~; satisfying Eq. (T7), we have the following.
> B < Bilsi(X). (23)

Proof. Consider the following four situations:
(1)Jiv <0
>~ E;~; can be increased by replacing y; with —v; for v; < 0. Hence we can assume without loss of
generality that y; > 0.
2m—1)v} _ 4m
P S, el i < e
>~ E;v; can be increased by raising ; with E; > 0. Hence we can assume without loss of generality
2
that 3° §e(n-11? = 4m.
B3)FE;,=0,v>0

>~ E;v; can be increased by setting v; = 0 with E; = 0 while raising ~; with E; > 0. Hence we
can assume without loss of generality that ; = 0 whenever E; = 0.

@) 3.k E; > 0,Ej, > 0,
%%6(27%—1)7? S %};%6(2?%—1)'72
Eq. is trivially true if E; = 0 and 7; = 0. So we can rewrite Eq. as follows.

A\ = %Q(Qm — 1)ye@m=1n7, (24)

K2

From Eq. we can get the following.

S. 2 S 2
N = - 22m = 1)l > am = 1)yeelnTE < (25)
J

For \; > 0, Eq. can be rewritten as follows.

E; = %2(2771 — 1)y2e@m=177 (26)

?

So we have the following.

S, 2
Z Ev; = Z A—?Q(Qm — 1)y2em=Di, (27)
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Let f(x;) be the function mapping z; to ) %2(2m = Dazem=bz,
S D
f/(CCz) = 4m(2m — 1) Z Tl‘ie@m Da; (28)
Forzj = xy, f'(z;) < f'(2k).

>~ E;~; can be increased by increasing -y, and decreasing -y, while holding .S’ie(””_l)’“2 constant.
Hence we can assume without loss of generality that there exists a value \’ such that for all indices

¢ with E; > 0 we have 2(2m — l)fyie@m*l)%z = XTE, which implies v; = A;()\). We also have

S 8em=DAIN) = 4m yhich implies X' = A*. So we have 7; = A;(\*) which implies the
result.

Now proving lemma|[I]suffices to bound Y~ E;A;(A*). Eq. 1) implies that for A > 1 and E; > S;
we have the following
In AE:

= (29)

AN =502

O

This approximate relationship is made more precise in the following two lemmas.
Lemma 3. Form >1,S; >0, E; > S; and \ > e, we have the following.
AE;

D) <4 52 (30)

In

Proof. Let g(x) be the function mapping x to 2(2m — 1)xe(2m*1)12. By definition, A;(A) satisfies

9(2i(N)) = 2L, Note that for z > 0 we have that g(z) is a monotonically increasing function.

Hence for x > 0 and g(x) > X‘f < we must have A;(\) < z. Under the assumptions of lemmawe

A;J: > 1 which implies the following.

In A% / \E; \E; _ \E;
S, - . i i i 3D
= > .
g( T 1) 24/(2m — 1)in S, S, -8

have In

O
Lemmad4. Form >1,S; >0, E; > S; and \ > e, we have the following.
In2E:i + Lnm —Inln 28: — 9
AN > Si 2 Si . (32)
2m —1

Proof. By an argument similar to that in the proof of lemma to show that A;(A) > = it suffices to
show that g(z) < % In particular we have the following.

g(\/ln ’\;:'i +%lnm—lnln’\s—%—2

2m —1 )

AE; 1
= 2\/(2m —1)(In S, + §lnm —Inln

AE; 1
Si /mln %62

<44/mln AB; \E; L
- Si Si y/mln )‘S—L:ie?

AE;

%

—2)

(33)

CAE, 1 4
Si A\E; g
A\E,

< .

=~ Si
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Lemma 5. For d(E, S) < 2m andIn § < 2m, we have \* < W.

Proof. Let h(x) be the function mapping z to 3 S;e?m~DA% (@) The quantity A* is defined b
h(A*) = 22:. Since h is a monotonically increasing function, h(z) > 22 implies A\* < x. Lemma
implies that for x > e we have the following.

- Z S.e@mflm?(x)

1
S \Fln xEZeQ

T
762\/521an

- 1 (34)

>
T etymy E;lni
T

~ e2y/m(d(E,B) +nx)

x
> .
~e2y/m(2m+1Inx)

we get the following.

. . 2 5/2
Now inserting z = 646%

64e2m>/2 S 64m?
] T 0(2m+ 3lnm+1Int +8)

h(

2
~ 6(2m+ Sm + 2m + 8m)
4m

5

O

Lemma 6. Without loss of generality, we define the distance between distributions as d(P, Q) =
Z for analysis. For In % < 2m we have that with probability 1 — § over the training dataset

of size m the following holds for all distributions satisfying d(E, S) < 2m.

ln 5+ ln +3 2lnm+8
d(E,0)—-d(E,S) < E; . 36
<,><,>_Z\/ S (36)
Proof Note that d(E,O0) — d(E,S) = >_ E; (ln E _nE st) < >_ E;vi, where ~; abbreviates
—In —| the lemma can be viewed as an upper bound of ST Ei.

From the above-mentioned lemmas, we have that
< Z E;Ni(\Y)

64e2m>/?
< Z E’LAZ(T)

64em°/2E
< E\ —————
Z mel
mE 4+mitSnm+8
SZEi S, 5T 2 .
2m —1
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O

Lemma 7. Denote the d(-,-) as the distribution distance. With probability at least 1 — 0, we have
the following,

d(p(w& ye)vp(ws’ ys))
2m —1

d(p(®o,Y,), P(Te, ye)) < d(p(xe, ye), p(Ts, y,)) + \/

ln%—l—%lnm+8
_|_
2m —1 ’

(38)

where m denotes the size of training dataset.

Proof. By applying Jensen’s inequality on lemma 6] we can get Theorem [3]

%—i—ln%—k%lnm—!—éﬁ
2m -1

d(E,0) < d(E,S)+ ) Ei\/ln

1,5
<d(E.S)+ \/ 4B, 5) + it hme® (39)

|d(E, S) Ing+32Inm+38
< .
<d(E,S)+ 2m1+\/ —

From Lemma([7] we can obviously observe that the distribution distance of the generated unseen-class
data and the open-environment has an upper bound, which indicates that the rationality of generating
unseen-class data for distribution estimation in open environments. Obviously, we also can observe
that this upper bound is strongly related to the distribution distance between the generated unseen-
class data and the seen-class data. The conclusion of Lemma[7]is same with Theorem[3] This also
motivates us to construct the proposed open-vocabulary method. From Lemma(7, we can directly
obtain Theorem

Theorem 3. Denote the d(-, ) as the distribution distance. With probability at least 1 — ¢, we have
the following,

O

d(p(wu,yu)7p(we7ye))§\/d(p(we,ye),p(ms,ys))

2m —1
(40)

ln%—i—%lnm—i—S
_|_
2m — 1 ’

where m denotes the size of training dataset.

B Proof of Theorem [4]

In the manuscripts, we present Theorem 4] to demonstrate that the estimation error of p(g| ., ®) is
upper bounded. Here we provide specific derivations of Theorem 4]

Theorem 4. Given the predicted classes Y . = {y.}. Suppose that predicted class Y . have any
nonzero probability p(Y .). With probability at least 1 — 0 over the m instances of generated
unseen-class data {(x.,y.)}, we have that

In—<+—~ +1Ini Y|
D Jlz., ® gz, ®)) < p(Ye) 671 el 41)
i (p(F|ze, ®)||p(Fla, ®)) < S by

Proof. We denote p*(y) = p(y|xy, ®),y € Y. For analysis, we define P(Y.) = > p*(y),and
yeYe

we define the conditional distribution as P.(y) = p(y|x,, ®) = 521(}!6))737 € Y.. P.(y) satisfies
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that > P.(y) = 1. We also denote that p(y) = p(y|z., ®). In this way, the KL divergence
yeY.
between p(y) and p*(y) is computed as

- p
Dk (p(®)llp"(v) = > ply)In @) (42)
yev. Py
PY)_ can be formulated as
p*(y)
pi(y)  Pe(y)p*(y) Pely) P(Ye)
and thus () ()
Py Py
In =In —InP(Y.). 44)
v MR Y
By substituting Eq. (@4) into Eq (@2), we have that
A p(y)
D Y
)b 0) = 3 5w (10 29— p(r.)
. (45)
= Y i 5 Y i) P(Y)
yeY . Y yeY.
= Dx(P(y)[| Pe(y)) —In P(Ye).
By the Chernoff bound, for the generated unseen-class data {(x., y.)}, we have that
P (D (p()||Pe(y)) 2 6] < " (46)
From the union bound, and the classes are countable, we have that
PEY. Dalp|Rw) 2 1< 3 PIDa G0 > 1 )
Assign the probability p(Y'¢) for Y., and thus >y p( ) = 1. In this way, we have that
—2mt2
PAY . : Dxo(p(y)||Pe(y)) > 8] < > e 2mt" Zp v (48)
Y.
Letting e~2™** = p(Y,.)8, we have that
PRY . : Dk (p(y)||Pe(y)) > t] < ;p(Ye)(S =9, (49)
where ¢ is computed as
1 1
oMy T (50)
2m '
In this way, we can derive that
In +1Ini 3
P | Diw (6(9)|Pe () > % <5, (51)

Therefore, with probability at least 1 — , we have that

PGP < || T 05 6

We substitute Eq. into Eq. (@3). With probability at least 1 — §, we have that

In

1 1
pva TIns [V (53)
2m |Yu\

D (p(glze, ®)|[p(glzu, @) <
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C Proof of ELBO in Eq. (7) in the Manuscripts

Proposition 1. The Evidence Lower Bound (ELBO) of the logarithmic posterior probability can be
derived as
log p(ylwo, @) > Ellog p(y|es, @)] — D (p(yles, ®)|[p(y|z., ), (54)

Proof. The probability p(y|x,) can be modeled as a function f(y). Therefore, the logarithmic
probability log p(y|x,) is computed as

logp(y|x,) = log f(y) = log (/f Y-y dy> (55)

where 6(+) is a Dirac function, and ¥ is a intermediate variable. The last equality holds since the
proposition of the Dirac function. We introduce a variational distribution q( ). Then, log f(y) holds

that
log f(y) = log ( / f@)o(y —y) dy) log < / f(y (37 - y)di/)
f@)o(y—y) o
= log </ Q(y)q@)dy> -
From the Jensen inequality, we can derive that
- y)o(y — o(y —
g () > [ a@)1og TPty — 5, 1o LEEZI] sy

To guarantee the boundedness of the ELBO, we ignore the Dirac function. Eq. (57) can be further
modeled as

log f(y) > Eyy) [log f(y)] — Eyy) llog q(y)] - (58)

Then, substituting f(y) = log p(g|z,, ®) and ¢(y) = p(y|zs, @) , we have that

10gp(?7|m07 'I)) > Ep(@\ms,<1>) [logp(y\ass, (I))] + Ep('ykcs,@) [logp(mﬁcu, (})]
Epglz.. @) 108 p(Y|®)] — Epyla. o) [log p(y|zs, P)]
p(y|Tu, i’)} (59)

=FE 5 1 yles, P E ale. I =
p(glz.,®) 102 D(Y|Ts, P)] + p(y|wb,‘1>)|:ogp(y|ws7q))

— Epgla.,a) [logp(y|®)].

The probability term p(gy|®) can be ignored because it appears as a constant term in the variational
lower bound (ELBO). It depends only on the model parameters ® and is independent of the input
data x. As such, it does not affect the gradient computation or the update of model parameters ®.
Since this term does not contribute to the optimization process, it can be safely omitted, simplifying
the derivation. In many works, derivation of ELBO commonly omit such constant terms, as they do
not affect the optimization objective and can be safely ignored to simplify the computation [?, ?, ?].
Therefore, we model Eq. @]) as

log p(ylz,, ®) > E log p(ylzs, ®)] — Do (p(ylzs, @)||p(y|@u, P)). (60)

O

D Details and Illustration of Class-Domain-Wise Data Generation Pipeline

D.1 Specific Details of Hierarchy-Guided Unseen Class Predictor

The hierarchy-guided unseen class predictor identifies the potential unseen classes, which are close
to training classes. This is achieved by constructing a hierarchical semantic tree, where leaf nodes
represent training classes and parent nodes represent their superclasses. The tree is expanded by
adding leaf nodes of the candidate unseen classes sourced from WordNet or LLMs. As illustrated in
Figure[I] given the training classes “Goldfish," “Tench," and “Ray," a hierarchical semantic tree is
constructed where these classes are set as leaf nodes and their superclass “Fish" is set as a parent
node. After LLMs are queried, “Salmon" is added as a leaf node of the candidate unseen class under
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Figure 3: Distance between Classes

the “Fish" superclass. To select the closest candidate unseen class, the predictor computes the cosine
similarity between the textual embeddings of candidate unseen classes and given training classes
from the text encoder of a pretrained CLIP. The top K closest candidates are chosen as the identified
potential unseen classes. Take the classes shown in Figure [3| as an example, the cosine similarity
between the textual embeddings of “Tench” and candidate unseen classes “Salmon", “Shark" is
computed. The candidate unseen class with the highest similarity “Salmon" is chosen as a predicted
unseen class.

D.2 Specific Details of Caption-Based Domain Information Generator

The caption-based domain information generator extracts contextual attributes, such as styles and
backgrounds, from the training data to ensure the generated unseen data align with the visual
characteristics of training data. This is achieved by generating class-specific captions for each training
class using VLMs. The generator then computes the similarity between these captions and the
corresponding data, selecting the top K; captions with the highest similarity to mitigate hallucination
issues. These selected captions are further summarized into top K5 class-specific domain information
using LLMs. Finally, the predicted unseen classes and the summarized domain information are
combined into textual prompts, which guide the data generation process using a text-to-image model
such as Stable Diffusion. In Figure[I] for instance, captions for training images of “Tench" are first
generated using VLMs. The generator then calculates the similarity between these captions and the
corresponding images of “Tench". The top 3 captions with the highest similarity are selected, which
describe the domain information such as “holded by man", “golden-colored" and “prominent eye".
These captions are summarized into top 1 class-specific domain information using LLMs, which is
presented in the caption template in the red box. Finally, the predicted unseen class “Salmon" is
inserted into the template to create an image caption, which is then used as input for Stable Diffusion
to generate images of “Salmon".

D.3 Prompt Templates

In the manuscripts, we propose to utilize LLMs and VLMs to identify potential unseen classes and
extract domain information of training data. Here we provide the utilized 3 prompt templates.
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As to the unseen class predictor, we aim to query the Hypernym of training classes by the following
prompt. We first construct the in-context examples for accurate results, as shown in Template [1]

Template 1. {class} denotes the training class.
Q: What is the Hypernym category of {classl}?
A: {class2} is the Hypernym category of {class1}.

The prompt is given in Template [2]
Template 2. {class} denotes the training class.
Q: What is the Hypernym category of {class3}?

Then, with the generated Hypernym, we leverage LLMs to identify potential unseen classes us-
ing LLMs, where the in-context examples and prompts are shown in template [3] and template 4]
respectively.

Template 3. {class} denotes the training class.
Q: What is the Hyponym category of {classl}?
A: {class2} is the Hyponym category of {classl}].

Template 4. {class} denotes the training class.
Q: What is the Hyponym category of {class3}?

We leverage template [5|to generate class-specific captions for each training class using VLMs.

Template 5. {class} denotes the training class.

user prompt:

This is an image of {class}. Summarize the main style, scene, and key elements of this image in one
sentence.

We leverage template [6]to summarize captions into class-specific domain information using LLMs

Template 6. {class] denotes the predicted unseen class.

system prompt:

As a caption summarizer, your task is to transform the provided captions from their original category
to a new specified category and condense them into a concise set of 3 distinct one-sentence captions.
Make sure the new captions maintain coherence with the original style but reflect the characteristics
of the new target category. Each caption must capture a unique artistic style or visual theme. Only
generate the transformed one-sentence captions—no introductions, explanations, or comments. The
output should strictly follow this format:

1. [Caption 1]

2. [Caption 2]

3. [Caption 3]

user prompt:

Transform and condense the following captions into 3 new one-sentence captions describing {class},
each focusing on a distinct artistic style or visual theme.

E Distribution Alignment

In this paper, we adopt prompt learning method to optimize the pretrained model. We propose a
distribution alignment algorithm which aligns the output distributions of model on seen-class data and
generated unseen-class data to maximize the logarithmic posterior probability in open environments.
The proposed algorithm is summarized in Algorithm|[I}

F Experiment Details in Manuscripts

In this section, we provide more specific details of experiments in the manuscripts. Specifically,
we present the specific implementation details, details and extra analysis in ablation studies of the
manuscripts.
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Algorithm 1 Distribution Alignment Algorithm
Input: Parameters ®, Data Dy, G,,, G, Epoch E, batch-size B
Output: Optimized Prompts v,,42 iter
Initialize: e =0, v + vy, S + {}
1: whilee < FE do
2: fori=1,2,..,|D;s|/Bdo

3: Compute the posterior probability of model output in the current batch of the seen-class
dataset D°.

4: Accumulate the output posterior probability for distribution alignment into S.

5: if i % 8 == 0 then

6: S KL= {}

7: forj =1,2,...,|G,|/B do

8: Compute the KL divergence between the accumulated posterior probability on

the seen-class data and the mini-batch of generated unseen-class data dy =
DKL[p(Q|$S,(P,’U)||p(:’~_/‘$E,@,'U)].

9: Update the set as Sk 1,.append(dy).
10: end for
11: Compute Lx; based on top K3 smallest in the set Sk, as Lx; = %3 Zmp 5 da.
12: Smmd = {}-
13: form=1,2,...,|Gs|/B do
14: Compute MMD loss [,,,,,,4 based on the generated unseen-class data and the seen-class
data on the current batch, and save them into S,,,,.4.
15: end for
16: Compute Lypp based on top K3 smallest [,,,,,4 a8 Lvmp = %3 ZtOpK3 lynmd-
17: Compute total 1oss Liotq; = Lcg + aLxL + BLvMD-
18: Backward and update the prompt v using Lcg and Lig.
19: Clear saved data S = {}.
20: else
21: Compute Lcg on the mini-batch of seen-class dataset D°.
22: Backward and update the prompt v using Lcg.
23: end if
24:  end for

25: end while
26: return The updated prompts v.

F.1 Implementation details

For base-to-base/base-to-new generalization, we train each model for 20 epochs using 4 token prompts
in the first 9 transformer layers on both visual and text branch. For cross-dataset evaluation, we train
the source model for 4 epochs using 4 prompts in the first 3 transformer layers on both visual and
text branch. Prompts are randomly initialized with a normal distribution except the text prompts of
the first layer which are initialized with the word embeddings of “a photo of a”. The SGD optimizer
is adopted, and the learning rate is set as 0.0025. Hyperparameters for the class-domain-wise data
generation pipeline and distribution alignment are determined empirically. Specifically, We set o = 1,
B8=1,Kpas 1, K; as 8, K5 as 3 and K3 as 1. The corresponding hyperparameters are fixed across
all datasets and benchmarks.

For LLMs and VLMs, we use Doubao-pro-128k to identifies the potential unseen classes, use
LLaVA-v1.6-Vicuna-13B [37] to generate class-specific captions for each training class, use Llama-
v3.1-Instruct-8B [59]] to summarize captions into class-specific domain information, and use Stable
Diffusion v2.1 [48] as the text-to-image model to generate unseen-class data.

Experiments are performed on an NVIDIA A40 GPU, with at most 18 hours 20 GPU memory
required to complete training across 11 datasets.
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Table 5: Ablation study on sparse loss computation strategy. “w/o spa" denotes distribution alignment
algorithm without sparse loss computation strategy.

\ Caltech Pets Cars Flowers Food Aircraft DTD EuroSAT UCF

‘w/o spa Ours w/o spa Ours w/o spa Ours w/o spa Ours w/o spa Ours w/o spa Ours w/o spa Ours w/o spa Ours w/o spa Ours
Base| 98.52 98.97 93.36 96.01 81.88 82.93 96.68 98.77 91.14 91.39 46.40 48.98 82.41 85.53 95.95 97.17 87.07 89.14

New| 94.21 95.85 91.33 97.65 79.48 80.81 78.09 80.92 92.56 92.99 39.71 44.03 61.72 71.50 76.92 87.90 79.61 82.53
H | 96.32 97.38 92.33 96.82 80.66 81.86 86.39 88.96 91.84 92.18 42.80 46.37 70.58 77.89 85.39 92.30 83.17 85.71

F.2 Details and Extra Analysis of Ablation Study

In this subsection, we present the details in ablation studies in hierarchy-guided unseen class predictor
and caption-based domain information generator. Then, we present the extra analysis in ablation
studies of the manuscripts.

F.2.1 Details of Hierarchy-Guided Unseen Class Predictor

To evaluate the effectiveness of hierarchy-guided unseen class predictor, we first investigate how
the quantity of predicted unseen classes impacts the model performance in open environments.
Specifically, we introduce a class sampling ratio s.;s to control the quantity of predicted unseen
classes used for training. Assume that we initially generate N unseen classes for a given dataset,
with each class containing M images, we randomly select s.;; X N classes from the predicted N
unseen classes and then train the model using s.;s X N x M images of these classes, discarding the
remaining classes and their images.

Next, we investigate how the quality of predicted unseen classes impacts the model performance
in open environments. “Low Similarity" denotes that when predicting unseen classes, we compute
the cosine similarity to textual seen classes for each candidate class and choose the one with the
lowest cosine similarity as the predicted unseen class. “w/oTree" denotes that instead of constructing
a hierarchical semantic tree to predict unseen classes, we directly ask LLMs to provide a predicted
unseen class corresponding to the given base classes.

F.2.2 Details of Caption-Based Domain Information Generator

To evaluate the effectiveness of caption-based domain information generator, we first investigate how
the quantity of generated unseen-class images impacts the model performance in open environments.
Similarly, we introduce a image sampling ratio s;,,, to control the number of generated images
of predicted unseen classes used for training. For a given dataset, we initially predict N unseen
classes with each class containing M generated images. Based on the image sampling ratio s;,,,4, we
randomly select s;,,4 X M images from each predicted unseen class. The selected N X S35, X M
images from N unseen classes are then used for training, while the remaining images are discarded.

Next, we investigate how the quality of generated images from predicted unseen classes impacts
the model performance in open environments. We modify the prompts used in our unseen image
generator to control the quality of image generation. In this work, we use the prompts “A picture of
a category ", “A photo of a category ", and “An image of a category " as templates for the Stable
Diffusion model when generating images of unseen classes, respectively.

F.3 Extra Analysis

The ablation studies provide a comprehensive analysis of the relationship between distribution
distance and accuracy, which aligns with the theoretical analysis. Recall that Theorem 3| shows that
the estimation error between the unseen-class data distribution and the generated unseen-class data
distribution is upper-bounded, and reducing the distribution gap between generated unseen-class data
and seen-class data tightens this bound, thereby improving model performance in open environments.
Experimental results from the ablation studies validate this theoretical claim. Specifically, as the
distribution distance decreases, accuracy consistently improves across various datasets, particularly
for new classes. This confirms that reducing the distribution gap between generated unseen-class and
seen-class data leads to more accurate estimation of unseen-class data distribution, enhancing the
model’s generalization ability in open-vocabulary learning tasks.
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G Robust Analysis

G.1 Hyperparameter Analysis

We add experiments to analyze the sensitivity of hyperparameters Ky, K1, K5, K3 in the data
in the loss function. Specifically, we conduct experiments on the
EuroSAT dataset by adjusting these hyperparameters. Results on K, K1, Ko, K3 are shown in
Results of «, 8 are presented in Table Results show that the
performance remains relatively stable with varying hyperparameter values, indicating that the method

generation pipeline and «, 5

Table [6][7][8|0] respectively.

is only minimally sensitive to hyperparameter variation.

Table 6: Ky Analysis

Ko=1 Ky=5 Ky=10 Kyz=20
Base | 97.17 96.64 96.43 96.24
New | 87.90 87.07 85.85 85.84
H 92.30 91.61 90.83 90.57
Table 7: K; Analysis
Ki=8 Ki=6 K =4 K;=2
Base | 97.17 97.02 96.95 96.83
New | 87.90 86.31 86.0 85.85
H 92.30 91.35 91.15 91.01
Table 8: K5 Analysis
Ko=3 Ky=2 Ky=1
Base | 97.17 96.92 96.79
New | 87.90 86.59 85.31
H 92.30 91.47 90.69
Table 9: K3 Analysis
Ko=1 Koy=2 Ky=3
Base | 97.17 96.33 96.60
New | 87.90 85.36 86.31
H 92.30 90.51 91.16

Table 10: o/ analysis (o + 8 = 1)

« 5 Base New H
03 07 96.88 86.15 91.20
04 06 9686 8626 91.25
05 05 97.17 8790 92.30
0.6 04 9681 87.06 91.68

G.2 Robustness to Long-tailed Setting and Noise

Robustness to long-tailed setting. We construct a long-tail distribution setting by removing a portion
of samples from selected classes and conduct comparative experiments (with the number of samples
per class being 16, 16, 16, 10, and 2, respectively). In this setting, we evaluate the performance of our
current top alignment strategy against a sample duplication strategy designed for long-tail settings.
The results in Table[TT]demonstrate that in the long-tailed setting, the sample duplication strategy can

improve performance.
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Table 11: Experiments on long-tailed benchmark

Our method Our method
(with top K, alignment)  (with top K, alignment + sample duplication)
Base 95.79 97.00
New 85.39 87.39
H 90.29 91.94

Table 12: Robustness evaluation to the noisy semantic tree

Correct Superclasses  Wrong Superclasses  PromptSRC (Baseline)

Base 97.17 96.17 92.90
New 87.90 86.49 73.90
H 92.30 91.07 82.32

Robustness to noise. To verify the robustness, we conduct an experiment where we select incorrect
superclasses on the EuroSAT dataset. Results in Table[T2]show that the performance slightly degrades,
demonstrating the robustness of our method.

H Extra Ablation Studies

In this section, we present extra ablation studies for validating the effectiveness of sparse loss
computation strategy in distribution alignment algorithm. We demonstrate the effectiveness of the
sparse loss computation strategy by conducting experiments on the distribution alignment algorithm
without it, denoted as *w/o spa’. The results, shown in Table[T3] reveal that the sparse loss computation
strategy significantly improves performance, particularly on the new classes. Notably, on the Pets,
Cars, DTD, and EuroSAT datasets, the strategy achieves improvements of 6.32%, 9.18%, 9.78%, and
10.98% on the new classes compared to *w/o spa’. These results further confirm the effectiveness of
the proposed strategy.

I Visualization

In this section, we visualize the unseen-class images generated to demonstrate the effectiveness of
the proposed class-domain-wise data generation pipeline. We compare the proposed method with
three prompt templates for the text-to-image model mentioned in the ablation studies, namely, A
picture of a class’, ’A photo of class’, and *An image of a class’. We use the images generated based
on the Caltech101 dataset for analysis.

We use the caption-based domain information generator to capture the class-specific domain informa-
tion of seen-class data. This domain information is then used to generate the corresponding seen-class
data via a text-to-image model. For visualization, we adopt the seen classes ‘motorbike’ and ‘barrel’.
As shown in Figures ] and [5] compared to the three commonly used prompt templates, the generated
seen-class data from the proposed pipeline better align with the seen-class data in terms of both style
and scene information. This demonstrates that our pipeline is more effective at capturing the domain
information of seen-class images for data generation.

Regarding the generation of unseen-class data, we use the hierarchy-based unseen class predictor to
infer that the unseen classes ‘car’ and ‘drum’ are closest to ‘motorbike’ and ‘barrel’, respectively.
The captured class-specific domain information and inferred unseen classes are then used to generate
the unseen-class images via a text-to-image model. We compare the generated unseen-class data
from our pipeline with data generated using the three commonly used prompt templates. As shown in
Figures ] and 5] the generated unseen-class data align better with the seen-class data. For example, in
Figure 4] the car generated by our pipeline reflects the style of the seen-class data, and the realistic
scene depicted in the generated images mirrors the scene in the seen-class data. These results further
demonstrate that our pipeline effectively captures the domain information of seen-class images, and
the generated unseen-class images align closely with seen-class data, confirming the effectiveness of
the proposed pipeline.
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Table 13: Ablation studies on class quality and data quality. “Acc" denotes the accuracy. “Dis"
denotes the distribution distance of the generated unseen-class data and seen-class data.

\ Ours Class Quality Data Quality
Dataset . -
\ Acct Dis | LowSim w/o Tree Picture Photo Image
‘ Acct Dis| Acc?T Dis] AcctT Dis] Acc? Dis| Acc?t Dis|
Base | 98.97 98.26 97.93 98.26 98.19 98.06
Caltech New | 95.85 9.99 9432 1049 93.67 13.16 94.21 11.84 94.11 11.95 93.78 12.12
H | 97.38 96.25 95.75 96.19 96.11 95.87
Base | 96.01 95.85 95.00 95.69 95.43 95.27
Pets New | 98.27 7.58 97.60 8.19 96.81 11.71 97.04 9.14 9698 9.21 96.92 10.27
H | 97.12 96.72 95.90 96.36 96.20 96.09
Base | 82.93 78.94 77.86 77.99 78.71 78.24
Cars New | 80.81 8.92 7529 933 73.36 13.78 74.75 10.65 75.04 10.08 74.92 10.48
H | 81.86 77.07 75.54 76.33 76.83 76.54
Base | 98.77 98.29 97.15 97.82 97.91 97.63
Flowers New | 80.92 6.29 77.52 6.88 75.04 10.29 76.88 7.99 77.09 7.84 76.17 8.22
H | 88.96 86.68 84.67 86.09 86.26 85.57
Base | 91.39 90.90 90.45 90.56 90.60 90.81
Food New | 92.99 9.01 92.25 949 91.79 13.80 91.83 11.24 91.97 11.10 92.02 10.94
H | 92.18 91.57 91.12 91.19 91.28 91.41
Base | 48.98 43.88 42.56 42.98 42.80 43.64
Aircraft New | 44.03 8.63 37.97 8.89 34.85 15.79 36.23 12.86 35.51 13.64 36.89 12.04
H | 46.37 40.71 38.32 39.32 38.82 39.98
Base | 85.53 83.91 81.48 83.22 82.87 83.57
DTD New | 71.50 7.67 65.22 8.01 57.73 8.84 63.77 838 6232 873 63.89 8.20
H | 77.89 73.39 67.58 72.21 71.14 72.41
Base | 97.17 94.71 91.05 91.83 92.12 91.62
EuroSAT New | 87.90 11.48 80.49 11.71 65.28 12.39 68.08 11.88 71.67 11.82 67.41 12.07
H | 92.30 87.02 76.04 78.19 80.62 77.67
Base | 89.14 86.97 85.88 86.25 86.66 86.14
UCF  New | 82.53 11.70 77.99 1229 76.53 13.39 77.45 12.70 77.88 12.67 77.29 13.06
H | 85.71 82.23 80.94 81.61 82.04 81.47
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Figure 4: Comparison between the images generated with class-domain-wise data generation pipeline
and three prompt templates mentioned in ablation studies. The seen class is ‘motorbike’ and the
inferred unseen class is ‘car’.
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Figure 5: Comparison between the images generated with class-domain-wise data generation pipeline
and three prompt templates mentioned in ablation studies. The seen class is ‘barrel’ and the inferred
unseen class is ‘drum’.
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