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Abstract—Many learning tasks are modeled as optimization problems with nonlinear constraints, such as principal component

analysis and fitting a Gaussian mixture model. A popular way to solve such problems is resorting to Riemannian optimization

algorithms, which yet heavily rely on both human involvement and expert knowledge about Riemannian manifolds. In this paper, we

propose a Riemannian meta-optimization method to automatically learn a Riemannian optimizer. We parameterize the Riemannian

optimizer by a novel recurrent network and utilize Riemannian operations to ensure that our method is faithful to the geometry of

manifolds. The proposed method explores the distribution of the underlying data by minimizing the objective of updated parameters,

and hence is capable of learning task-specific optimizations. We introduce a Riemannian implicit differentiation training scheme to

achieve efficient training in terms of numerical stability and computational cost. Unlike conventional meta-optimization training schemes

that need to differentiate through the whole optimization trajectory, our training scheme is only related to the final two optimization

steps. In this way, our training scheme avoids the exploding gradient problem, and significantly reduces the computational load and

memory footprint. We discuss experimental results across various constrained problems, including principal component analysis on

Grassmann manifolds, face recognition, person re-identification, and texture image classification on Stiefel manifolds, clustering and

similarity learning on symmetric positive definite manifolds, and few-shot learning on hyperbolic manifolds.

Index Terms—Riemannian optimization, meta-optimization, meta-learning, Riemannian manifolds

Ç

1 INTRODUCTION

OPTIMIZATION techniques are pivotal to the success of the
machine learning community [1]. A large body of

efforts have been targeted at designing powerful optimiza-
tion algorithms, where gradient-based algorithms are wit-
nessed tremendous progress [2], [3]. In practice, numerous
tasks are modeled as optimization problems with nonlinear
constraints. For example, similarity learning [4], [5], kernel-
based processing [6], learning Gaussian mixture model [7],
and data summarization and representation [8], [9], [10] can
be modeled with symmetric positive definite (SPD) matrix

constraints. Principal component analysis (PCA) [11], inde-
pendent component analysis (ICA) [12], subspace learn-
ing [13], [14], and matrix completion [15] are cast as
optimization problems with orthogonality constraints.
Many deep models benefit from orthogonality constraints
as well [16]. A popular way to incorporate nonlinear con-
straints into optimization frameworks is to make use of Rie-
mannian geometry and formulate constrained problems as
optimization on Riemannian manifolds [17].

Nonlinear constraints make solving optimization prob-
lems challenging due to requirements for preserving the Rie-
mannian geometry [18]. Optimization algorithms designed in
euclidean spaces cannot be directly applied to such optimiza-
tion problems, because euclidean optimizers do not comply
with the Riemannian geometry andwill destroy the nonlinear
constraints. To address this issue, one needs to resort to gradi-
ent-based Riemannian optimization algorithms [19]. Their
optimizers view optimization problems with constraints as
unconstrained problems on Riemannian manifolds and uti-
lize Riemannian operations to move along manifolds in the
quest for solution.

Previous endeavors were directed towards designing
Riemannian optimizers by hand. Typical examples include
Riemannian stochastic gradient descent (RSGD) [20], Rie-
mannian variance reduction methods [21], [22], [23], Rie-
mannian adaptive optimization [24], [25], and Riemannian
accelerated algorithms [26], [27], [28]. In these Riemannian
optimization methods, the optimizer design, performance
evaluation, and optimization scheme update require human
involvement and expert knowledge about manifolds to
achieve a satisfactory result. Besides, existing Riemannian
optimizers are task-agnostic. Since underlying data distri-
bution differs among various machine learning tasks [29],
[30], a good optimizer should be tailored to the specific task,
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such as tuning hyperparameters. This heavily relies on
expert knowledge and human involvement as well.

In this article, we propose a Riemannian meta-optimiza-
tion (RMO)method to automatically learn a Riemannian opti-
mizer, reducing human involvement in employing the
Riemannian optimizer. Our work, inspired by progresses in
meta-optimization [31], [32], offers a new perspective to opti-
mizationmethods on Riemannianmanifolds. Our underlying
idea is to parameterize the Riemannian optimizer by a learn-
able meta-model and train the optimizer in a meta-learning
framework, to learn to optimize via a data-driven manner. To
this end, the following two challenges need to be handled.

� Making the meta-model faithful to Riemannian
geometry is challenging. Recurrent neural networks
are commonly used meta-models in existing meta-
optimization methods that are designed for the
euclidean setup [33], [34], [35]. As the Riemannian
geometry is far more complicated than euclidean
counterpart, directly using existing meta-models to
perform optimization on Riemannian manifolds can-
not preserve the geometry of Riemannian parame-
ters and will destroy the nonlinear constraints,
leading to inferior results.

� Training a Riemannian optimizer is challenging.
Training an optimizer is usually cast as a bi-level
optimization problem, i.e., an inner-loop and an
outer-loop. The optimizer updates the target model
in the inner-loop, and updates itself in the outer-
loop. In the outer-loop, meta-gradients with respect
to the optimizer are computed by differentiating
through the optimization trajectory in the whole
inner-loop. This causes heavy memory footprint to
store the computational graph of the optimization
trajectory, and involves a series of time-consuming
Hessian matrices and derivatives of Riemannian
operations. In addition, the meta-gradients are based
on the product of these derivatives, which in turn
leads to numerical instabilities, that is, exploding
gradients.

To address the first challenge, we propose a novel recur-
rent network, namely generalized matrix Long Short-Term
Memory (gmLSTM), as the meta-model to parameterize the
Riemannian optimizer. By considering the structure of Rie-
mannian parameters and utilizing Riemannian operations in
gmLSTM, the optimizer complies with geometry of various
Riemannian manifolds. We train the optimizer to minimize
the objective of Riemannian parameters, through which the
optimizer can explore the underlying data distribution and
perform task-specific optimization in a data-driven manner.
To address the second challenge, we introduce a Riemannian
implicit differentiation training scheme, where the meta-gra-
dients are dependent on the final two optimization steps,
instead of the whole optimization trajectory. In this case, we
sidestep computing the products of Hessian and gradients of
retraction operations in meta-gradients, avoiding the explod-
ing gradients. We demonstrate theoretically and empirically
that ourmethod only needs smallmemory and computational
costs, regardless of the length of the optimization trajectory in
the inner-loop.

In summary, our main contributions are three-fold.

1. We propose a Riemannian meta-optimization (RMO)
method. To the best of our knowledge, it is the first
method to automatically learn a Riemannian opti-
mizer, thus minimizing human involvement in
employing the Riemannian optimizer. RMO can be
readily applied to various manifolds, such as Stiefel,
Grassmann, SPD, and hyperbolic manifolds.

2. We develop a gmLSTM model to parameterize the
Riemannian optimizer, which is capable of preserv-
ing matrix structures of Riemannian parameters. In
this case, RMO is faithful to geometry of various
manifolds and enables us to learn the optimizer in
an end-to-end fashion.

3. We derive a Riemannian implicit differentiation
training scheme that makes the training process effi-
cient and stable. It avoids exploding gradient prob-
lems and significantly reduces both time and
memory consumption.

In our previous work [36], we presented learning an opti-
mizer on the SPDmanifold, which is just one of various types
of Riemannian manifolds. In this article, we extend the work
to other Riemannian manifolds. (1)We extend our work from
the SPDmanifold to variousmanifolds, such as Stiefel, Grass-
mann, and hyperbolic manifolds, making a more generic
method. To this end, we develop a novel recurrent network,
gmLSTM, to comply with various Riemannian geometries,
and provide exploration on four commonly used manifolds.
(2) We theoretically analyze the training process of learning
the Riemannian optimizer, from which we conclude that
training the Riemannian optimizermay suffer from exploding
gradients, and heavy computational load and memory foot-
print. To address this issue,we propose a Riemannian implicit
differentiation training scheme. (3) We apply our method to
various machine learning and computer vision tasks, includ-
ing clustering, similarity learning, dimensionality reduction,
face recognition, few-shot learning, person re-identification,
and texture image classification tasks on SPD, Grassmann,
Stiefel, and hyperbolic manifolds. The code is available at
https://github.com/ZhiGaomcislab/
learningriemannianoptimization.

2 RELATED WORK

2.1 Optimization on Riemannian Manifolds

Gradient-based Riemannian optimization has attracted much
attention in solving optimization problems with nonlinear
constraints [19]. Luenberger [37] presented the first gradient
descent method on Riemannian manifolds, where Rieman-
nian operations are used to ensure that optimization remains
faithful to manifolds. Bonnabel [20] developed the Rieman-
nian stochastic gradient descent (RSGD) algorithm, solving
the heavy computational burden of the Riemannian gradient
descent. Along the way, many works generalize optimization
algorithms from euclidean spaces to Riemannian spaces, to
improve the convergence of RSGD.

Some works developed acceleration or momentum tech-
niques for Riemannian optimization. Liu et al. [28] presented
an acceleration algorithm for Riemannian optimization,
while it involves an exact solution of a nonlinear equation at
each iteration. Zhang and Sra [26] proposed a computation-
ally tractable accelerated algorithm to solve this issue, and
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more importantly, provided the convergence analysis of the
accelerated algorithm. Alimisis et al. [27] presented a new
accelerated algorithm, capable of achieving acceleration
with a weaker form of convexity. Roy et al. [22] proposed an
efficient momentum Riemannian stochastic gradient descent
(RSGDM) algorithm that considers previous updates to
speed up optimization and can be directly applied to Rie-
mannian optimization problems.

Several works studied reducing variance of stochastic Rie-
mannian gradients. Zhang et al. [21] extended the stochastic
variance reduced gradient from euclidean spaces to Rieman-
nian settings, while it has the computationally expensive par-
allel translation operation. Kasai et al. [38] addressed this
challenging issue by proposing an efficient vector transport
operation. Zhang et al. [39] proposed an unbiased Rieman-
nian gradient estimator that makes the variance reduced sto-
chastic gradient algorithm converge faster. In addition, Roy
et al. [22], Kasai et al. [25], and B�ecigneul and Ganea [24] pro-
posed Riemannian adaptive optimization algorithms that
achieve remarkable improvements in Riemannian optimization.

In addition to the above first-order optimization meth-
ods, Riemannian second-order optimization has also
attracted much attention. Popular methods include the Rie-
mannian Newton method [19], the Riemannian trust-region
method [40], and the Riemannian Broyden–Fletcher–Gold-
farb–Shanno (BFGS) method [41]. Recently, some efforts
were made for more efficient Riemannian second-order
optimization. Kasai et al. [42] presented a stochastic quasi-
Newton method to reduce the expensive computational
load by using the limited BFGS (L-BFGS). Kasai and
Mishra [43] further developed an inexact Riemannian trust-
region algorithm for faster convergence rate, where gra-
dients and Hessian matrices are computed by a random
sampling technique. Hu et al. [44] proposed a regularized
Newton method that approximates the objective function
with a sequence of quadratic subproblems, achieving locally
superlinear convergence rate.

The above Riemannian optimizers are all designed by
hand. Compared with them, we propose a Riemannian meta-
optimization method to automatically learn a Riemannian
optimizer, reducing requirements for human involvement
and expert knowledge. In addition, we use the data-driven
manner to train the optimizer, through which the optimizer
can effectively explore underlying data distribution and per-
form task-specific optimization.

2.2 Meta-Optimization

Meta-optimization uses a meta-learning framework to learn
trainable components for optimization. Trainable compo-
nents can be key hyperparameters of optimization pro-
cesses [45], recurrent models [33], reinforcement learning
models [46], or parameters of traditional optimization algo-
rithms [47], [48], [49].

Ourmethod belongs tomethods of training recurrentmod-
els. Existing methods take gradients as inputs and generate
updated parameters in euclidean spaces. Andrychowicz et al.
[33] proposed the pioneering work that leverages an RNN as
an optimizer and train the optimizer to minimize the loss of a
base-learner. Ravi and Larochelle [34] utilized the LSTM
structure for gradient descent, achieving good performance

on few-shot learning tasks. Wichrowska et al. [50] introduced
hierarchical recurrent models as optimizers that enables the
optimization algorithm generalize well to new tasks. Metz
et al. [51] dynamically weighted two gradient estimators to
compute unbiased meta-gradients, improving the perfor-
mance of the optimizer. Chem et al. [52] studied several tech-
niques for efficient training of RNN-based optimizer.

In contrast to the above studies, our work aims to learn to
optimize on Riemannian manifolds and is unprecedented in
previous studies. Considering the complexity of Rieman-
nian geometry, existing meta-optimization methods fail to
generalize faithfully to learn a Riemannian optimizer. For
example, a simple extension of RNN-based optimizers may
harm the structure of Riemannian parameters, failing to
preserve nonlinear constraints. Besides, direct using of con-
ventional training schemes such as the truncated backpro-
pagation through time algorithm to learn the Riemannian
optimizer, as will be shown, may result in the exploding
gradient issue, and heavy computational load and memory
footprint. In this article, we take the very first step in meta-
learning for Riemannian optimization.

2.3 Implicit Differentiation

Implicit differentiation has been well applied to bi-level opti-
mization problems. By utilizing the implicit function theo-
rem [53], implicit differentiation is used to compute the
gradient with respect to the outer-loop parameters, avoiding
differentiating through the inner-loop optimization. Rajes-
waran et al. [54] utilized the implicit differentiation to com-
pute the gradient with respect to an initial model. Liao et al.
[55] and Gudovskiy et al. [56] utilized implicit differentiation
for hyperparameter optimization. Despite the success,
implicit differentiation has not yet been applied to meta-opti-
mization. In our method, we derive and prove the first
implicit differentiation for meta-optimization by using the
final two iterations in the inner-loop to compute themeta-gra-
dients. Besides, we extend the implicit differentiation to Rie-
mannian manifolds, through which we can efficiently solve
challenging Riemannian optimization problems.

3 MATHEMATICAL BACKGROUND

We use Ip to denote the p� p identity matrix and 0000000p to denote
amatrixwhose elements are all ‘0’s.

3.1 Riemannian Manifolds

A smooth Riemannian manifold M is a locally euclidean
space and can be understood as a generalization of the notion
of a surface to higher dimensional spaces [17]. A euclidean
space is a special case of Riemannian manifolds. For a point
MMMMMMM 2 M, the tangent space is denoted by TMMMMMMMM. The tangent
space is a euclidean space and contains all vectors that are tan-
gent toM atMMMMMMM. In this article, we take four popular Rieman-
nian manifolds, namely hyperbolic, Stiefel, Grassmann, and
SPDmanifolds as examples to show ourmethod.

Hyperbolic Manifolds. A hyperbolic manifold Hd is a
smooth Riemannian manifold with a constant negative cur-
vature [57]. There are five isometric models of hyperbolic
spaces [58], and we choose the Poincar�e ball model to work
with. It is defined as Hd ¼ fxxxxxxx 2 Rd; kxxxxxxxk < 1g with the cur-
vature being �1.
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Stiefel Manifolds. A Stiefel manifold Stðp; dÞ denotes a set
of all d� pmatrices with orthonormal columns [59],

Stðp; dÞ ¼ fMMMMMMM 2 Rd�p : MMMMMMM>MMMMMMM ¼ Ipg; (1)

where p < d and > is a transpose operation.
Grassmann Manifolds. A Grassmann manifold Gðp; dÞ rep-

resents a set of all p-dimensional subspaces in Rd [60]. It is
formally defined as the quotient of the Stiefel manifold
Stðp; dÞ through the following equivalence class

½MMMMMMM� ¼ fMMMMMMMRRRRRRR : MMMMMMM 2 Stðp; dÞ; RRRRRRR 2 OðpÞg: (2)

Here, OðpÞ denotes the orthonormal group, i.e., RRRRRRR 2 Rp�p

with RRRRRRR>RRRRRRR ¼ RRRRRRRRRRRRRR> ¼ Ip.
SPD Manifolds. A square matrix MMMMMMM 2 Rd�d satisfying

MMMMMMM ¼MMMMMMM> and vvvvvvv>MMMMMMMvvvvvvv > 0; 8vvvvvvv 2 Rdnf0000000g characterizes an SPD
matrix [61]. An SPD manifold Symþd is consequently identi-
fied as a set of all d� d SPD matrices.

3.2 Riemannian Gradient Descent

In practice, a large body of machine learning problems make
use of nonlinear constraints that correspond to Riemannian
manifolds. The constraints can be used to inject inductive
bias, preserve physical properties of the problem, or lead to
better performance, to name a few. Such constrained optimi-
zation problems can be formulated as

min
MMMMMMM2M

LðMMMMMMMÞ , 1

n

Xn
i¼1

fðMMMMMMM;xxxxxxxi; yyyyyyyiÞ: (3)

Here, f :M�X � Y ! R is a loss function defined on a Rie-
mannian manifoldM. Well-known gradient-based optimiz-
ers in euclidean spaces cannot be directly applied to the
problem in Eq. (3), due to the non-euclidean geometry ofM.

One popular choice is to resort to gradient-based Rie-
mannian optimization algorithms that exploit geometry of
manifolds by making using of several Riemannian
operations.

Orthogonal Projection. The orthogonal projection pMMMMMMM ðrMMMMMMMÞ :
Rn ! TMMMMMMMM transforms a euclidean gradient rMMMMMMM at point MMMMMMM
into a Riemannian gradient. The Riemannian gradient is a vec-
tor sitting on the tangent space TMMMMMMMM, andMMMMMMM is a point on the
manifoldM.

Parallel Transport. The parallel transport operation �MMMMMMM!MMMMMMM 0
ðPPPPPPP Þ : TMMMMMMMM! TMMMMMMM 0M moves vectors from a tangent space

TMMMMMMMM to another tangent space TMMMMMMM 0M along the geodesic
curve. MMMMMMM and MMMMMMM 0 are points on the Riemannian manifoldM,
andPPPPPPP is a vector on the tangent spaceTMMMMMMMM.

Retraction.GMMMMMMMðPPPPPPP Þ : TMMMMMMMM!M is a smoothmapping from
a tangent space TMMMMMMMM to the manifoldMwith a local rigidity
condition [19], and PPPPPPP is a point on the tangent space TMMMMMMMM.
After obtaining a Riemannian gradient on a tangent space, the
retraction operation is applied to find the updated Rieman-
nian parameter onmanifolds.

Based on above operations,MMMMMMM in Eq. (3) is updated by

MMMMMMMðtþ1Þ ¼ G
MMMMMMMðtÞ ð�hðtÞ�������ðtÞÞ; (4)

where hðtÞ is the step size and �������ðtÞ is the search direction on the
tangent space. In Riemannian gradient descent algorithms,
search directions are computed by the orthogonal projection
operation �������ðtÞ ¼ p

MMMMMMMðtÞ ðr
ðtÞ
MMMMMMM Þ, andrðtÞMMMMMMM is a euclidean gradient in

an ambient space. Somemethods [21], [22], [23] take extra con-
siderations of previous search directions �������ðt�1Þ to speed up the
convergence. For example, in a momentum-based Rieman-
nian optimization method [22], the search direction �������ðtÞ is
computed by

�������ðtÞ ¼ p
MMMMMMMðtÞ ðr

ðtÞ
MMMMMMM Þ þ �ðtÞ�

MMMMMMMðt�1Þ!MMMMMMMðtÞ ð�������ðt�1ÞÞ; (5)

where �ðtÞ is a trade-off hyperparameter. We stress that exist-
ing Riemannian optimizers require hðtÞ to be carefully chosen,
and schemes to compute �������ðtÞ are hand-designed.

4 RIEMANNIAN META-OPTIMIZATION METHOD

4.1 Problem Definition

euclidean meta-optimization methods learn to optimize via
a neural network guð�Þ that takes the gradient rðtÞQ as input
and outputs an update vector. This leads to the update rule
to the euclidean parameter Q,

Qðtþ1Þ ¼ QðtÞ � guðrðtÞQ Þ: (6)

In this article, we propose a Riemannian meta-optimi-
zation (RMO) method to automatically learn a Rieman-
nian optimizer. We use recurrent neural networks to
parameterize a Riemannian optimizer,

MMMMMMMðtþ1Þ ¼ G
MMMMMMMðtÞ

�
� gf1ðrðtÞMMMMMMM; SSSSSSSðt�1ÞÞ � gf2ðrðtÞMMMMMMM; SSSSSSSðt�1ÞÞ

�
; (7)

whereMMMMMMMðtÞ is the Riemannian parameter. gf1ð�Þ and gf2ð�Þ pro-
duce the step size h and search direction �������, respectively,

hðtÞ ¼ gf1 rðtÞMMMMMMM; SSSSSSSðt�1Þ
� �

�������ðtÞ ¼ gf2 rðtÞMMMMMMM; SSSSSSSðt�1Þ
� �

8><>: : (8)

f1 and f2 are parameters of the recurrent neural networks,
and SSSSSSSðt�1Þ is the optimization state at time t� 1 generated by
the optimizer. The optimization process is shown in Fig. 1.

4.2 Generalized-Matrix-LSTM-Based Optimizer

Several meta-optimization methods show that optimizers
parameterized by LSTMs can achieve good performances
in euclidean spaces [33], [34], [50], [62]. We note that
existing LSTMs cannot be directly applied to a Rieman-
nian optimizer. The gradients rðtÞMMMMMMM have matrix structures
(e.g., gradients of SPD parameters are symmetric

Fig. 1. The illustration of optimization via our Riemannian optimizer. The
black dash line shows a geodesic. The green dotted arrows denote arbi-
trary euclidean gradients rðtÞMMMMMMM . Green solid arrows, purple solid arrows,
and red solid arrows denote Riemannian gradients, previous optimiza-
tion state SSSSSSSðtÞ, and update hðtÞ�������ðtÞ, respectively. Red dash arrows indicate
the retraction G

MMMMMMMðtÞ , and green dash lines denote orthogonal projection
p
MMMMMMMðtÞ . Based on the previous optimization state and the current gradient,

the optimizer generates a step size and a search direction, and obtains
an updated parameter by the retraction operation.
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matrices, and gradients of Grassmann parameters are
composed of multiple column vectors). Using existing
LSTMs for rðtÞMMMMMMM means that we will vectorize the gradients
and apply vector multiplication to process the gradients.
This inevitably destroys the matrix structures, such as
ignoring valuable information about spatial correlations
of column vectors. In our previous work [36], we pro-
posed a matrix LSTM (mLSTM) model to preserve the sym-
metric property on the SPD manifold. In this work, our
purpose is to learn to optimize for a big family of manifolds.
As different manifolds have different matrix structures, it is
challenging to use a model to preserve matrix structures for
various manifolds. To address this challenge, we extend
mLSTM to a generalized matrix LSTM (gmLSTM) model by
utilizing a generalized transformation operation.

For convenience, we simplify the notion of gmLSTM as

HHHHHHHðtÞ; CCCCCCCðtÞ ¼ gmLSTMðXXXXXXXðtÞ; SSSSSSSðt�1ÞÞ; (9)

where SSSSSSSðt�1Þ ¼ ½CCCCCCCðt�1Þ; HHHHHHHðt�1Þ� is the state of gmLSTM. The
architecture of gmLSTM is shown in Fig. 2.

4.2.1 Generalized Matrix LSTM (gmLSTM)

We define a simple and effective transformation YYYYYYY ¼
CWWWWWWW ðXXXXXXXÞ with parameter WWWWWWW , to process gradients of various
Riemannian parameters. The input XXXXXXX 2 H is assumed to
have some structural properties, and we expect to pre-
serve the output YYYYYYY with the similar structure, or in other
words, resides in the same domain, i.e., YYYYYYY 2 H. By using
the transformation CWWWWWWW , we can seamlessly utilize the
LSTM architecture and avoid re-designing recurrent mod-
els for different manifolds. Given a manifold, we just
need to consider the form of the transformation CWWWWWWW ð�Þ.
Taking the SPD manifold as an example, the gradient at a
point is a symmetric matrix (i.e., H is the set of symmetric
matrices). Thus, we use a bilinear projection as CWWWWWWW ðXXXXXXXÞ ¼
WWWWWWW>XXXXXXXWWWWWWW , preserving the symmetric property. Forms of the
transformation CWWWWWWW ðXXXXXXXÞ on other manifolds, e.g., Stiefel,
hyperbolic, and Grassmann manifolds, are given in
Section 5.3.

Based on the transformation CWWWWWWW ð�Þ and the architecture
of LSTM, we formulate gmLSTM as

FFFFFFF ðtÞ ¼ s CWWWWWWWfx
ðXXXXXXXðtÞÞ þCWWWWWWWfh

ðHHHHHHHðt�1ÞÞ
� �

TTTTTTT ðtÞ ¼ s CWWWWWWWix
ðXXXXXXXðtÞÞ þCWWWWWWWih

ðHHHHHHHðt�1ÞÞ� �
OOOOOOOðtÞ ¼ s CWWWWWWWoxðXXXXXXXðtÞÞ þCWWWWWWWoh

ðHHHHHHHðt�1ÞÞ� �
bCCCCCCCðtÞ ¼ tanh CWWWWWWWcxðXXXXXXXðtÞÞ þCWWWWWWWch

ðHHHHHHHðt�1ÞÞ� �
CCCCCCCðtÞ ¼ FFFFFFF ðtÞ � CCCCCCCðt�1Þ þ TTTTTTT ðtÞ � bCCCCCCCðtÞ
HHHHHHHðtÞ ¼ OOOOOOOðtÞ � tanhðCCCCCCCðtÞÞ

8>>>>>>>>>>><>>>>>>>>>>>:
; (10)

where sð�Þ is the sigmoid function, tanhð�Þ is the hyperbolic
tangent function, and � is the Hadamard product. XXXXXXXðtÞ is
the input, CCCCCCCðtÞ is the memory cell, and HHHHHHHðtÞ is the output.
CCCCCCCðtÞ andHHHHHHHðtÞ have the same size with the inputXXXXXXXðtÞ. In addi-
tion, CCCCCCCðtÞ and HHHHHHHðtÞ have the same matrix structure with the
input XXXXXXXðtÞ. The gmLSTM model uses transformation opera-
tions with the parameters g ¼ ½WWWWWWWfx;WWWWWWWfh;WWWWWWWix;WWWWWWWih;
WWWWWWWox;WWWWWWWoh;WWWWWWWcx;WWWWWWWch� to preserve the matrix structure.

4.2.2 Optimizer Architecture

We utilize two gmLSTMs to parameterize gf1ð�Þ and gf2ð�Þ,
and apply Riemannian operations to ensure that the opti-
mizer will comply with Riemannian geometry, detailed as
follows.

Calculating the Step Size. The function gf1ð�Þ utilizes the
first gmLSTM to compute the step size hðtÞ according to the
following rule:

HHHHHHH
ðtÞ
1 ; CCCCCCC

ðtÞ
1 ¼ gmLSTM1ðrðtÞMMMMMMM; SSSSSSSðt�1ÞÞ

hðtÞ ¼ gf1ðrðtÞMMMMMMM; SSSSSSSðt�1ÞÞ ¼ QQQQQQQ>HHHHHHHðtÞ1

(
; (11)

where QQQQQQQ is a learnable parameter.
Calculating the Search Direction. The function gf2ð�Þ utilizes

the second gmLSTM to compute the search direction �������ðtÞ

according to

�������ðtÞ ¼ gf2ðrðtÞMMMMMMM; SSSSSSSðt�1ÞÞ
¼ p

MMMMMMMðtÞ gmLSTM2ðrðtÞMMMMMMM; SSSSSSSðt�1ÞÞ þ rðtÞMMMMMMM
� �

;
(12)

with

HHHHHHH
ðtÞ
2 ; CCCCCCC

ðtÞ
2 ¼ gmLSTM2ðrðtÞMMMMMMM; SSSSSSSðt�1ÞÞ

HHHHHHH
ðtÞ
2

0 ¼ HHHHHHH
ðtÞ
2 þrðtÞMMMMMMM

�������ðtÞ ¼ p
MMMMMMMðtÞ ðHHHHHHHðtÞ2

0Þ

8>><>>: : (13)

Here, gmLSTM2 is a gmLSTM model. We use a skip-con-
nection to fit the residual between the search direction and
the gradient for a more stable and easier training process.
Hence we have HHHHHHH

ðtÞ
2

0 ¼ HHHHHHH
ðtÞ
2 þrðtÞMMMMMMM . This is then followed by

projecting HHHHHHH
ðtÞ
2

0
onto the tangent space via the orthogonal

projection p
MMMMMMMðtÞ ð�Þ for the final search direction. The

Fig. 2. The architecture of the gmLSTM. XXXXXXXðtÞ is the input, CCCCCCCðtÞ is the
memory cell, andHHHHHHHðtÞ is the output at time t.CWWWWWWW is our transformation, s
is the nonlinear activation, � is the matrix addition operation, and �
denotes the Hadamard product.

Fig. 3. The architecture of the proposed optimizer. [...] is the concatena-
tion operation.
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optimization state SSSSSSSðtÞ of the optimizer is updated by

SSSSSSSðtÞ ¼ ½CCCCCCCðtÞ1 � CCCCCCC
ðtÞ
2 ; HHHHHHH

ðtÞ
1 �HHHHHHH

ðtÞ
2 �: (14)

In summary, parameters of gf1ð�Þ and gf2ð�Þ are f1 ¼
½g1; QQQQQQQ� and f2 ¼ ½g2�, respectively, where g1 is the parameter
of gmLSTM1 and g2 is the parameter of gmLSTM2. The
architecture of the optimizer is shown in Fig. 3.

5 TRAINING

We employ two optimization loops, i.e., an inner-loop and
an outer-loop, to learn Riemannian optimizers in the meta-
learning process. In the inner-loop, the Riemannian parame-
ter MMMMMMM of the base-learner is updated for T steps by the opti-
mizer, while the parameters f1 and f2 of the optimizer are
learned in the outer-loop. Suppose that the initial Rieman-
nian parameter is MMMMMMMð0Þ, we update the parameters f1;f2 by
minimizing the following meta-objective

J ðf1;f2Þ , LðMMMMMMMðT ÞÞ; (15)

where L is the loss function of the base-learner, and MMMMMMMðtÞ is
the Riemannian parameter at time t.

The conventional truncated backpropagation through
time (TBPTT) algorithm seems to minimize Eq. (15), in line
with existing meta-optimization methods in euclidean
spaces [33], [34], [35]. However, training Riemannian opti-
mizers using TBPTT will suffer from exploding gradients,
and heavy computational load and memory footprint. In
following sections, we provide an analysis of training Rie-
mannian optimizers and present a Riemannian implicit dif-
ferentiation training scheme to solve the aforementioned
problem.

5.1 Analysis of the Traditional Training Scheme

We denote the collective parameters of the optimizer as f ¼
½f1;f2�. The parameter f of the optimizer is updated by f 
f� dJ

df . The computation of the meta-gradient dJ
df with

respect to optimizer parameters f differentiates through the
whole optimization trajectory in an inner-loop from t ¼ 0 to
t ¼ T , as shown in Fig. 4a. Here, we provide a simple deri-
vation of the meta-gradient. We ignore the optimization
state and simplify the optimizer as PPPPPPP ðtÞ ¼ bfðrMMMMMMMðtÞÞ, where
PPPPPPP ðtÞ ¼ �hðtÞ�������ðtÞ is the product of the step size hðtÞ and the
search direction �������ðtÞ, and bf is the simplified optimizer con-
taining gf1 and gf2 .

Recall the retraction operation G
MMMMMMMðtÞ , we can obtain a new

Riemannian parameter by MMMMMMMðtþ1Þ ¼ G
MMMMMMMðtÞ ð�PPPPPPP ðtÞÞ. As the

meta-objective is J , LðMMMMMMMðT ÞÞ, the meta-gradient with
respect to the parameter f is

dJ
df
¼ rMMMMMMMðT Þ dMMMMMMM

ðT Þ

df

¼rMMMMMMMðT Þ @MMMMMMMðT Þ

@MMMMMMMðT�1Þ
dMMMMMMMðT�1Þ

df
þ @MMMMMMMðT Þ

@PPPPPPP ðT�1Þ
dPPPPPPP ðT�1Þ

df

 !
;

(16)

where @MMMMMMMðT Þ
@MMMMMMMðT�1Þ and

@MMMMMMMðT Þ
@PPPPPPP ðT�1Þ are partial derivatives of the retrac-

tion operation. dPPPPPPP
ðT�1Þ
df can be further computed according to

the structure of the optimizer,

dPPPPPPP ðT�1Þ

df
¼ @PPPPPPP ðT�1Þ

@f
þ @PPPPPPP ðT�1Þ

@rMMMMMMMðT�1Þ
@rMMMMMMMðT�1Þ

@f

¼ @PPPPPPP ðT�1Þ

@f
þ @PPPPPPP ðT�1Þ

@rMMMMMMMðT�1Þ r2MMMMMMMðT�1Þ dMMMMMMM
ðT�1Þ

df
; (17)

where @PPPPPPP ðT�1Þ
@f

is the partial derivative of the optimizer with

respect to f, @PPPPPPP ðT�1Þ
@rMMMMMMMðT�1Þ is the partial derivative of the optimizer

with respect to the input gradient, and r2MMMMMMMðT�1Þ is the Hes-

sian matrix. By substituting Eq. (17) into Eq. (16), the meta-

gradient is given by

dJ
df
¼ rMMMMMMMðT Þ

 XT�1
k¼1

�
@MMMMMMMðkþ1Þ

@PPPPPPP ðkÞ
@PPPPPPP ðkÞ

@f

YT�1
l¼kþ1

@MMMMMMMðlþ1Þ

@MMMMMMMðlÞ þ
@MMMMMMMðlþ1Þ

@PPPPPPP ðlÞ
@PPPPPPP ðlÞ

@rMMMMMMMðlÞ r2MMMMMMMðlÞ
 !�!

: (18)

In Eq. (18), the computation of themeta-gradient differenti-
ates through the whole optimization trajectory in the inner-
loop, and involves computation of Hessian matrices r2MMMMMMMðlÞ

and derivatives @MMMMMMMðlþ1Þ
@MMMMMMMðlÞ and @MMMMMMMðlþ1Þ

@PPPPPPP ðlÞ of Riemannian retraction
operations, over t ¼ 1 to t ¼ T . Thismakes training a Rieman-
nian optimizer more challenging than training a euclidean
optimizer. The reasons are as follows.

1) Eq. (18) is more prone to exploding gradients com-
pared with euclidean meta-optimization. Similar to
the euclidean case, the Riemannian meta-gradient
involves products of Hessian matrices. This product
makes meta-gradients grow exponentially with the
increase of optimization steps T in the inner-loop,
since the maximum eigenvalue of Hessian matrices
is usually larger than one [51]. However, the Rie-
mannian meta-gradient further requires the product
of derivatives of retraction operations, over the entire

Fig. 4. Comparison between TBPTTand our Riemannian implicit differentiation training scheme. fxxxxxxxi; yyyyyyyigni¼1 is a batch of training data.MMMMMMMðtÞ is the Rie-
mannian parameter of the base-learner at time t,rðtÞMMMMMMM is the gradient, and SSSSSSSðtÞ is the optimization state. In (a), TBPTT differentiates through the whole
optimization trajectory to compute meta-gradients. In (b), the computation of meta-gradients is only related to the final two optimization steps.
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optimization trajectory in the inner-loop. We further
study the derivatives of retraction operations to gain
more insights about the Riemannian case. We empir-
ically observe that the maximum singular value of
derivatives of the retraction operation is usually
larger than one, intensifying the problem of explod-
ing gradients. Visualization for the maximum eigen-
value and singular values for a PCA problem is
shown in Fig. 5. The exploding gradients heavily
limit the application of Riemannian meta-optimiza-
tion in practice. If there is an exploding gradient, we
have to restart the training process, or manually load
the previous model to continue the training process.

2) Riemannian meta-optimization suffers from heavy
computational load and memory footprint. Training
Riemannian optimizer needs to process and store large
matrices with complex matrix functions over the
whole inner-loop (e.g., time-consuming Hessian
matrices and derivatives of retraction with singular
value decomposition in Eq. (18)), leading to more
computational load than euclidean counterparts that
mainly process and store vectors. Furthermore,
Eq. (18) depends on the whole optimization path in
the inner-loop, which is completely stored inmemory.
As such, the both time and memory consumption of
TBPTT is proportional to the inner-loop optimization
length. We show an example of time/memory con-
sumption for a PCA task in Fig. 6. The aforementioned
factors lead to heavy memory footprint for training
Riemannian optimizers. Thus, an efficient training
scheme is necessary for Riemannian meta-
optimization.

One way to address the training difficulties is to set a
small number of optimization steps in the inner-loop, while
this will lead to biasedmeta-gradients, damaging the quality
of the optimizer and causes instabilities during training [52].
Here, we propose a Riemannian implicit differentiation
training scheme that provides a feasible way to combat the
inefficiency during training and mitigates the bias in meta-
gradients.

5.2 Riemannian Implicit Differentiation
Training Scheme

We establish a link between Riemannian optimization and
the implicit function theorem [63] to derive an implicit form
for computing the meta-gradient. The implicit form enables
us to perform a large number of optimization steps in the

inner-loop efficiently, as updating the optimizer is only
related to the final two optimization steps of the inner-loop
instead of the whole optimization trajectory. As a result, our
training scheme avoids the exploding gradients and reduces
both time and memory costs significantly (see Fig. 4b for a
comparison).

5.2.1 Implicit Differentiation in Riemannian Manifolds

Suppose that we obtain an exact solution MMMMMMM	 by iterating in
the inner-loop, i.e., rMMMMMMM	 ¼ 0000000. Let us denote the solution
obtained in the last update of MMMMMMM	 by MMMMMMM	0 . Here we utilize
the parameterMMMMMMM	0 to compute the meta-gradient,

dJ
df
¼ rMMMMMMM	0 dMMMMMMM

	0

df
: (19)

The derivative dMMMMMMM	0
df can be computed by the Riemannian

implicit differentiation in Theorem 1.

Theorem 1. If MMMMMMM	 is an exact solution in the inner-loop, the
derivative dMMMMMMM	0

df can be computed implicitly by

dMMMMMMM	0

df
¼ � @MMMMMMM	

@MMMMMMM	0 þ
@MMMMMMM	

@PPPPPPP 	
0

@PPPPPPP 	
0

@rMMMMMMM	0 r2MMMMMMM	0
 !�1

� @MMMMMMM
	

@PPPPPPP 	
0 �

@PPPPPPP 	
0

@f
:

(20)

Proof. SinceMMMMMMM	 is the exact solution andrMMMMMMM	 ¼ 0000000, we have

drMMMMMMM	

df
¼ r2MMMMMMM	 dMMMMMMM

	

df
¼ 0000000: (21)

The Hessian matrix r2MMMMMMM	 is a symmetric positive defi-
nite matrix,r2MMMMMMM	 6¼ 0000000, and thus, dMMMMMMM

	
df ¼ 0000000.

Recall thatMMMMMMM	 is obtained via the retraction operation,
MMMMMMM	 ¼ G

MMMMMMM	0 ð�PPPPPPP 	Þ, the derivative dMMMMMMM	
df can be computed by

the chain rule,

dMMMMMMM	

df
¼ @MMMMMMM	

@MMMMMMM	0 þ
@MMMMMMM	

@PPPPPPP 	
0

@PPPPPPP 	
0

@rMMMMMMM	0 r2MMMMMMM	0
 !

dMMMMMMM	0

df
þ @MMMMMMM	

@PPPPPPP 	
0
@PPPPPPP 	

0

@f
:

(22)

As the derivative dMMMMMMM	
df ¼ 0000000, we have

dMMMMMMM	0

df
¼ � @MMMMMMM	

@MMMMMMM	0 þ
@MMMMMMM	

@PPPPPPP 	
0

@PPPPPPP 	
0

@rMMMMMMM	0 r2MMMMMMM	0
 !�1

� @MMMMMMM
	

@PPPPPPP 	
0 �

@PPPPPPP 	
0

@f
: (23)

tu
In Eq. (20), the derivative dMMMMMMM	0

df only depends on the final
two optimization steps of the inner-loop, rather than the

Fig. 5. Distributions of the maximum eigenvalues or singular values of
derivatives of retraction operations and Hessian matrices, measured on
the PCA task in a Grassmann manifold using the MNIST dataset.

Fig. 6. Time and memory consumption of training a Riemannian opti-
mizer using the TBPTTalgorithm on the PCA task.
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whole trajectory in the inner-loop. In other words, no matter
how long the optimization trajectory in the inner-loop is, we
only need to compute the partial derivatives of retraction

operations @MMMMMMM	
@MMMMMMM	0

@MMMMMMM	
@PPPPPPP	0 in the last step, partial derivatives of the

optimizer @PPPPPPP	0

@rMMMMMMM	0
@PPPPPPP	0
@f

in the penultimate step, and the Hessian

matrix r2MMMMMMM	0 in the penultimate step. We do not need to
compute or store derivatives in previous steps. This circum-
vents computing products of gradients of Riemannian
retraction operations and products of Hessian, avoiding the
exploding gradient problem. Both time and memory con-
sumption of our method is very small (complexity analysis
is in Section 5.3.2 and experimental results are in
Section 6.3.2).

Note that the implicit derivative dMMMMMMM	0
df in Theorem 1 needs

a matrix inversion ð @MMMMMMM	
@MMMMMMM	0 þ

@MMMMMMM	
@PPPPPPP	0

@PPPPPPP	0

@rMMMMMMM	0 r
2MMMMMMM	0 Þ�1. This is non-

trivial to compute as matrix inversion is intractable for large
matrices. To address this problem, we utilize Neumann
series [55] to iteratively approximate the matrix inversion.
We initialize two matricex vvvvvvv0 and uuuuuuu0 with the identity
matrix, and update uuuuuuuðiÞ as

vvvvvvvðiþ1Þ ¼ vvvvvvvðiÞ � vvvvvvvðiÞ @MMMMMMM
	

@MMMMMMM	0 � vvvvvvvðiÞ @MMMMMMM
	

@PPPPPPP	0
@PPPPPPP	0

@rMMMMMMM	0 r
2MMMMMMM	0

uuuuuuuðiþ1Þ ¼ uuuuuuuðiÞ þ vvvvvvvðiþ1Þ

(
: (24)

AfterK iterations, the derivative dMMMMMMM	0
df is

dMMMMMMM	0

df
¼ �uuuuuuuðKÞ @MMMMMMM

	

@PPPPPPP 	
0 �

@PPPPPPP 	
0

@f
: (25)

Eqs. (24) only need to compute the Jacobian-vector product
vvvvvvvðiÞ @MMMMMMM

	
@MMMMMMM	0 and the Hessian-vector product vvvvvvvðiÞ @MMMMMMM

	
@PPPPPPP	0

@PPPPPPP	0

@rMMMMMMM	0 r
2MMMMMMM	0 ,

which are much easier to compute than the original formula

with the matrix power operation [64]. Subsituting Eq. (25)

into Eq. (19), themeta-gradient is

dJ
df
¼ rMMMMMMM	0 ð�uuuuuuuðKÞÞ @MMMMMMM

	

@PPPPPPP 	
0 �

@PPPPPPP 	
0

@f
: (26)

The number of iterations in the inner-loop to obtain the
exact solution is unknown. For simplicity, we set a fixed
number T in the inner-loop, and use our optimizer to
updateMMMMMMMð0Þ to an approximate solutionMMMMMMMðT Þ.

5.2.2 Parameter Warmup Pool

Training inmachine learning requires data to be independent
and identically distributed. However, Riemannian parame-
ters and optimization states obtained in an inner-loop are
strongly correlated sequentially. Besides, it is difficult to opti-
mize the Riemannian parameter from scratch to an exact solu-
tion utilizing an untrained optimizer. To handle the two
issues, we build a parameter warmup pool P that stores good
solutions as initial Riemannian parametersMMMMMMMð0Þ. Before train-
ing the optimizer, we utilize a hand-designed optimizer such
as RSGD to obtain good solutions whose gradient norms are
smaller than a small threshold, and push them into the
parameter warmup pool P. In the training stage, for each step
of the outer-loop, we randomly select Riemannian parameters
MMMMMMMð0Þ from the parameter warmup pool P to train our opti-
mizer. To avoid overfitting, we set a hyperparameter t to

update P. After each t steps in the outer-loop, we update the
parameter warmup poolP by regenerating solutions as initial
parameters and push them into the parameter warmup pool
P. The training process of our Riemannian meta-optimization
(RMO)method is summarized inAlgorithm 1.

Algorithm 1. Training of RMO

Input: The initial optimizer. The initial Riemannian parameter
MMMMMMMð0Þ. The initial optimization state SSSSSSSð0Þ ¼ 0000000d. The initial
experience pool P ¼ ;. Maximum iteration T of the inner-
loop, maximum iteration � of the outer-loop, and the
hyperparameter t to update the parameter warmup pool P.

Output: The optimizer parameter f ¼ ff1;f2g.
1: r ¼ 0.
2: while r 
 � do
3: if rmod t then
4: Construct the parameter warmup pool P.
5: end if
6: Randomly selectMMMMMMMð0Þ from P, and set t ¼ 0.
7: while t 
 T do
8: Compute the loss on training data LðMMMMMMMðtÞÞ.
9: Compute the gradient rMMMMMMMðtÞ.
10: UpdateMMMMMMMðtÞ by our optimizer via Eq. (7).
11: t tþ 1.
12: end while
13: Compute the loss J of the optimizer by Eq. (15).
14: Compute the implicit gradient dJ

df by Eq. (26).
15: Update f of our optimizer.
16: r rþ 1.
17: end while
18: Return the parameter f of our optimizer.

5.3 Exploration on Various Manifolds

5.3.1 Optimizers on Four Common Manifolds

RMO can be applied to various manifolds. We just need to
consider forms of the transformation CWWWWWWW ð�Þ, orthogonal pro-
jection pMMMMMMMð�Þ, and retraction GMMMMMMMð�Þ for a given manifold. In
this section,we develop their corresponding forms to perform
optimization on four popular Riemannian manifolds, namely
hyperbolic, Stiefel, Grassmann, and SPD manifolds, where
details are shown in Table 1. On the Stiefel, Grassmann, and
SPD manifolds, some Riemannian operations use matrix
decomposition or matrix functions, such as singular value
decomposition for Grassmann manifolds. An efficient way to
perform these matrix decomposition/functions and compute
their derivatives can be found in thework [65].

5.3.2 Complexity Analysis on the Four Manifolds

Computational Complexity of Our Optimizer. For our optimizer,
its optimization proceduremainly involvesmatrixmultiplica-
tion, eigenvalue decomposition, singular value decomposi-
tion, and element-wise operations. For a d� d matrix, the
eigenvalue decomposition requires Oðd3Þ. For a d� p matrix,
the element-wise operations require OðdpÞ flops, singular
value decomposition requires Oðmaxðd; pÞ3Þ, and the matrix
multiplicationwith a p� nmatrix requiresOðdpnÞ. This leads
to Oð17d2 þ 51dÞ, Oð3d3 þ 5pd2 þ 18p2dþ d2 þ 31pdþ dÞ,
Oðp3 þ 20p2dþ pd2 þ 29pdÞ, and Oð49d3 þ 29d2 þ 4dÞ flops
for the proposed optimizer to perform optimization on hyper-
bolic, Stiefel, Grassmann, and SPDmanifolds, respectively.
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Computational Complexity of Meta-gradient Computation.
Some works show that the time of computing gradients or
Jacobian-vector products of a function is no more than 5
times it takes to compute the function itself, and the time of
computing Hessian-vector products is also no more than 5
times it takes to compute the gradient [66]. Based on the
two rules, the computational complexity of our implicit
meta-gradient is no more than Oð90K þ 90Þd2 þ ð445K þ
228Þd, Oðð90K þ 90Þp2dþ ð35K þ 25Þpd2 þ ð30K þ 15Þd3 þ
ð198K þ 160Þpdþ ð25K þ 5Þp2 þ ð5K þ 5Þd2 þ ð10K þ 5ÞdÞ,
Oðð10K þ 5Þp3 þ ð125K þ 105Þp2dþ ð10K þ 5Þpd2 þ ð153Kþ
145Þpdþ ð25K þ 5Þp2 þ ð25K þ 5ÞP Þ, and Oðð585K þ 300Þd3
þð148K þ 145Þd2 þ ð110K þ 35ÞdÞ on hyperbolic, Stiefel,
Grassmann, and SPD manifolds, respectively. In contrast,
the computational complexity of TBPTT is Oð90T 2 þ
45T Þd2 þ ð293T 2 � 85

2 T � 1
2Þd, Oðð45T 2 þ 45T Þp2d þð352 T 2 þ

15
2 T Þpd2 þ 15T 2d3Þ, Oð5T 2p3 þ ð1252 T 2 þ 75

2 T þ 5Þ p2dþ
5T 2pd2Þ, and Oðð5852 T 2 � 95

2 T þ 55Þd3Þ on the hyperbolic,
Stiefel, Grassmann, and SPD manifolds, respectively.

The computational complexity of training our optimizer is
independent of the maximum optimization steps T of the
inner-loop. Thus, with the increase of optimization steps in
the inner-loop, the running-time of our method to calculate
the meta-gradient remains constant and very small. Though
our method is linearly related to the iteration K of approxi-
mate Neumann series,K is far less than T (we setK ¼ 5 and
T ¼ 50 in experiments).

Memory Cost. In the training process, our optimizer is
updated by Eq. (26), where we only need to store MMMMMMM	,
MMMMMMM	0 , rMMMMMMM	0 , PPPPPPP 	

0
, and the optimizer in the memory. We do

not need to consider the optimization state SSSSSSS in the mem-
ory costs, because the memory it occupies will be imme-
diately freed when it is sent to the optimizer for the next

update iteration. Totally, the memory cost of the Rieman-
nian implicit differentiation training scheme is Oð4dpþ
SP Þ, where SP ¼ 17d2 is the number of parameters in the
Riemannian optimizer. The memory cost is a constant,
independent of the maximum optimization steps T of the
inner-loop.

6 EXPERIMENTS

6.1 Empirical Evaluation

Following state-of-the-art Riemannian optimizationworks [22],
[25], [38], we evaluated RMOon the principal component anal-
ysis (PCA), clustering, and face recognition, and similarity
learning tasks. We compared our optimizer with state-of-the-
art Riemannian optimizers: RSGD [20], RSGDM [22],
RSVRG [21], RSRG [38], and RASA [25]. Following the official
scheme in their papers, all hyperparameters of compared opti-
mizers were tuned by the grid search scheme to achieve the
best performance.We trained our optimizer on the training set
and evaluated its performance on both the training and testing
sets.We set T ¼ 50 in the inner-loop.

6.1.1 PCA on the Grassmann Manifold

Given a set of samples fxxxxxxxi 2 Rdgni¼1, the PCA task aims to
learn an orthogonalmatrixMMMMMMM 2 Rd�p,MMMMMMM>MMMMMMM ¼ Ip, to preserve
the maximum energy of the data in a p-dimensional space,
p < d. The orthogonal matrix MMMMMMM satisfies the rotation invari-
ance property that enforcesMMMMMMM to be on the Grassmann mani-
fold,MMMMMMM 2 Gðp; dÞ. The task can be formulated as

min
MMMMMMM2Gðp;dÞ

LðMMMMMMMÞ ¼ 1

n

Xn
i¼1

���xxxxxxxi �MMMMMMMMMMMMMM>xxxxxxxi

���2: (27)

We used on the MNIST dataset. We represented images
by d ¼ 784-dimensional vectors and aim to learned
p ¼ 32-dimensional representations. Loss curves are shown
in Fig. 7.

6.1.2 Clustering on the SPD Manifold

We considered the task of clustering on the SPD manifold
Symþd . Given a set of SPD points fXiXiXiXiXiXiXi 2 Symþd g, we aimed to
find SPD centroids by solving the following problem

min
fMMMMMMMrgCr¼12Sym

þ
d

LðMMMMMMMÞ ¼
Xn
iˆ r

dðXXXXXXXi;MMMMMMMrÞ; (28)

where iˆ r shows that sample XXXXXXXi is assigned to MMMMMMMr. We
adopted the affine invariance metric (AIM) [18] to

TABLE 1
TransformationCWWWWWWW ð�Þ, Orthogonal Projection pMMMMMMMð�Þ, and Retraction GMMMMMMMð�Þ on Hyperbolic, Stiefel, Grassmann, and SPD Manifolds

Manifold TransformationCW ðXÞ Orthogonal Projection pMðrMÞ Retraction GMðP Þ

Hyperbolic Manifold,MMMMMMM 2 Hd WWWWWWWXXXXXXX;WWWWWWW 2 Rd�d 1
�2
MMMMMMM

rMMMMMMM MMMMMMM�ðtanhð�MMMMMMMkPPPPPPPk2 Þ PPPPPPP
kPPPPPPPkÞ

Stiefel Manifold,MMMMMMM 2 Stðp; dÞ WWWWWWWXXXXXXX;WWWWWWW 2 Rd�d rMMMMMMM �MMMMMMMðMMMMMMM>rMMMMMMMÞSym ufðMMMMMMM þ PPPPPPP Þ
Grassmann Manifold,MMMMMMM 2 Gðp; dÞ WWWWWWWXXXXXXX;WWWWWWW 2 Rd�d rMMMMMMM �MMMMMMMMMMMMMM>rMMMMMMM UUUUUUUgVVVVVVV

>
g where ½UUUUUUUg;SSSSSSSg; VVVVVVV g� ¼ SVDðMMMMMMM þ PPPPPPP Þ

SPDManifold,MMMMMMM 2 Symþd WWWWWWW>XXXXXXXWWWWWWW;WWWWWWW 2 Rd�d MMMMMMMðrMMMMMMMÞSymMMMMMMM MMMMMMM
1
2expmðMMMMMMM�12PPPPPPPMMMMMMM�12ÞMMMMMMM1

2

�MMMMMMM ¼ 2=ð1� kMMMMMMMk2Þ is the conformal factor. MMMMMMM�XXXXXXX ¼ ð1þ2hMMMMMMM;XXXXXXXiþkXXXXXXXk2ÞMMMMMMMþð1�kMMMMMMMk2ÞXXXXXXX
1þ2hMMMMMMM;XXXXXXXiþkMMMMMMMk2kXXXXXXXk2 is the addition on the hyperbolic manifold. ðAAAAAAAÞSym ¼ 1

2 ðAAAAAAAþ AAAAAAA>Þ, ufðAAAAAAAÞ ¼
AAAAAAAðAAAAAAA>AAAAAAAÞ�12 is an operation that yields an orthogonal matrix, ½UUUUUUU;SSSSSSS; VVVVVVV � ¼ SVDðAAAAAAAÞ is the singular value decomposition, AAAAAAA ¼ UUUUUUUSSSSSSSVVVVVVV >, and expmðAAAAAAAÞ is the matrix
exponential operation.

Fig. 7. Plots for the PCA task (in the log scale). Our optimizer converges
very quickly. RSGD reaches a loss of 3.20 and 3.18 on the training and
testing sets, respectively. RSGDM achieves 3.19 and 3.17. In contrast,
RMO achieves 3.14 and 3.08.
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compute the distance between XXXXXXXi and the centroid MMMMMMMj.
We conducted experiments on the Kylberg texture data-
set [67] represented each image by a 5� 5 covariance
descriptor. Results are shown in Fig. 8. We also evaluated
the solved centroids. We regarded the centroids as cate-
gory prototypes and computed AIM between test samples
and prototypes to classify test samples. Results are shown
in Table 2.

6.1.3 Face Recognition on the Stiefel Manifold

The orthogonality constraint has been widely used to attain
robust features, making the parameter on the Stiefel manifold.
Here, we considered face recognition using a linear classifier
with the orthogonality constraint. Given image features fxxxxxxxi 2
Rdgni¼1 and labels fyyyyyyyi 2 Rpgni¼1, we trained a linear model by
minimizing the loss function

min
MMMMMMM2Stðp;dÞ

LðMMMMMMMÞ ¼ � 1

n

Xn
i¼1

Xp
l¼1

1ðyil ¼ 1Þlog exp ðMMMMMMM>xxxxxxxiÞl
� �Pp

l0¼1exp ðMMMMMMM>xxxxxxxiÞl0
� � ;

(29)

where MMMMMMM 2 Stðp; dÞ is the weight matrix of the classifier,
and yil is the l-th element of the label yyyyyyyi. 1ðyil ¼ 1Þ
denotes if yil ¼ 1, the value of 1ðyil ¼ 1Þ is 1, and other-
wise is 0.

We used the YaleB dataset [68]. We cropped and resized
the face regions to 32� 32 pixels and represented each
region as a 1024-dimensional feature vector. Loss curves are
shown in Fig. 9. We then evaluated the linear classifier. We
solved the linear classifier using the training set, and mea-
sured accuracies on the testing set. Results are shown in
Table 2.

6.1.4 Similarity Learning on the SPD Manifold

Similarity learning aims to learn a Mahalanobis metric that
computes the distance between xxxxxxxi and xxxxxxxi0 by

dMMMMMMMðxxxxxxxi; xxxxxxxi0 Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxxxxxxxi � xxxxxxxi0 Þ>MMMMMMMðxxxxxxxi � xxxxxxxi0 Þ

q
; (30)

where the non-negative condition of the metric requires MMMMMMM
to be an SPD matrix, i.e., MMMMMMM 2 Symd

þþ. We utilized the con-
trastive loss to guide learning the parameter.

We conducted experiments on the fine-grained CUB data-
set [69]. We added a fully-connected layers whose output
dimension is 128 following the VGG-16 network, and
extracted 128-dimensional features for images. Loss curves
are shown in Fig. 10. We then evaluated the performance of
the solved metric matrix, and classification results are shown
in Table 2.

6.1.5 Analysis

Compared to the state-of-the-art hand-designed optimizers,
RSGD, RSGDM, RSRG, RSVRG, and RASA, the proposed
optimizer via RMO achieves better performances for all the
four tasks. The proposed optimizer achieves faster conver-
gence speed and obtains the best optima. Furthermore, the
proposed optimizer workswell on both the seen training data
and unseen test data, showing that the learned optimizer is
able to generalize to unseen data. The reason is that the pro-
posed optimizer is learned from data, and hence can discover
an appropriate updating scheme by exploring the underlying
data distribution of given tasks. Our optimizer adapts the
learning rate and search direction based on both the current
gradient and the previous optimization state. In contrast,
existing Riemannian optimizers are hand-designed and have
fixed updating schemes. That is, the learning rate is fixed dur-
ing optimization steps and the search direction is obtained by

Fig. 8. Plots for the clustering task (in the log scale). On the testing set,
RSVRG achieves losses of 3.54. Among compared methods, RASA
achieves the lowest loss values, �0:70 on the testing set. In contrast, the
proposed optimizer outperforms all the compared methods including
RASA, achieving losses of values �0:88 on the testing set.

TABLE 2
Accuracies (%) on the YaleB, Kylberg, and CUB Datasets

Method Kylberg CUB YaleB

w/o constraint - 66.1 74.80
RSGD [20] 81.25 70.44 79.49
RSVRG [21] 83.19 53.74 79.67
RSRG [38] 70.31 65.53 78.05
RSGDM [22] 82.92 70.15 79.64
RASA [25] 83.40 70.90 80.21
RMO (Ours) 86:70 71:01 95:10

Fig. 9. Plots for the face recognition task (in the log scale). On the train-
ing set, RSRG and RSVRG converge to loss values �4:42 and �3:63,
while our optimizer achieves �5:31. On the testing set, RSRG and
RSVRG converge to �3:47 and �3:73, while our optimizer achieves
�4:83.

Fig. 10. Plots for the similarity learning task (in the log scale).
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a fixed scheme. Such fixed updating schemesmay be not suit-
able for all data. In Section 6.4, we provide further analysis via
visualization to better demonstrate the differences between
our algorithm and hand-craftedRiemannian optimizers.

Focusing on the accuracy, the proposed method achieves
the best performance in our experiments. For example, on the
clustering task, our method achieves 86:70%, 5:45% higher
thanRSGDand 3:3% higher thanRASA.On the YaleBdataset,
the best accuracy of hand-designed optimizers is 80:21%,
achieved by RASA. In contrast, RMO achieves 95:10%,
14:89% higher than RASA. This shows that the optima
obtained by our optimizer better fits to the training datawhile
being able to generalize to new data. Again, we conjecture
that the reason is similar to the optimization performance,
simply ourmethod better explores the loss surface, and hence
is able to find better optimas due to its data-driven nature.

6.2 Efficiency

We compares the wall clock time of using our optimizer
against state-of-the-art Riemannian optimization algorithms,
as shown in Table 3. Evaluations were conducted on an Inter
(R) Core(TM) i7-7820X 3.6GHz CPU, GeForce RTX 2080Ti
GPU and 32GB RAM. The wall clock time for all optimizers
was measured in 100 iterations. On the clustering tasks and
similarity learning tasks that is on the SPDmanifold, our opti-
mizer is faster than RSGDM, RSVRG, and RSRG. This is
because the three Riemannian optimizers utilize the parallel
transport to benefit from previous optimization results. On
the SPDmanifold, parallel transport is heavy in computation,
since it requires matrix inversion and matrix power opera-
tions. In contrast, the gmLSTM in our optimizer directly
workswith the previous optimization state via simplermatrix
multiplication and element-wise operations. We note that for
the PCA and face recognition tasks that are on Grassmann
and Stiefel manifolds, our optimizer requires comparable or
marginally more time consumption as compared with exist-
ing Riemannian optimizers. This is because the parallel trans-
port operations on the Stiefel and Grassmannmanifolds have
simpler forms. Although the optimization time is not our
advantage, our optimizer has a faster convergence speed.
This translate into saving time as less optimization steps are
required. Besides, our optimizer achieves a better optima and
avoids lots of human involvement. We observe that RSRG
achieves different time consumption on different tasks, i.e.,

large time consumption on the clustering and similarity learn-
ing tasks and small consumption on the PCA task. The reason
is that a hyperparameter (the number of iterations in the
inner-loop) is set differently. RSRG is a variance reduction
optimization method that uses double loops (an inner-loop
and an outer-loop) in the optimization process, and the num-
ber of iterations in the inner-loop plays an dominant role in
the time consumption of optimization. We set the number of
iterations in the inner-loop as 5 for the similarity learning and
clustering tasks, and 1000 for the PCA task, to achieve the best
performance, causing the different time consumption on dif-
ferent tasks.

We also measured the time consumption of the base-
learner and the optimizer. The time consumption of the base-
learner was measured over the forward process, and the time
consumption of the optimizer was measured over the pro-
cesses of calculating gradients and updating parameters.
Results are also shown in Table 3.

We can see in Table 3 that, on the PCA and face recognition
tasks, more time is spent in optimizing Riemannian parame-
ters. For the clustering and similarity learning tasks, more
time is spent in the forward process of themodel. The reasons
are as follows. (1) The forward process is different among the
four tasks. In the clustering task, we need to compute the
affine invariance metric [18] on the SPD manifold in the for-
ward process,which is heavy in computation, since it requires
matrix inversion andmatrix power operations onmatrices. In
the similarity learning task, we need to compute the distance
between each pair of samples in the forward process, which is
also time-consuming. In contrast, the forward processes of the
PCA and face recognition tasks are not complicated. (2) The
optimizer has different complexities among the four tasks.
The dimension of learnable parameters in the optimizer is
high in the PCA and face recognition tasks, i.e., 784� 784 and
1024� 1024 in the two tasks, respectively. Contrarily, the
dimension is 5� 5 and 128� 128 in the clustering and simi-
larity learning tasks, respectively.

6.3 Ablation Study

6.3.1 gmLSTM

In RMO, gmLSTM plays an important role to preserve matrix
structures of gradients. In this section, we conducted ablation
studies on the PCA task and the clustering task to assess
gmLSTM. Concretely, we replaced gmLSTM in the optimizer
with a conventional LSTM, and the LSTM will destroy the
matrix structure of gradients. We use this experiment to eval-
uate whether we need to preserve matrix structures in Rie-
mannian optimization. When carrying out optimization, we

TABLE 3
Optimization Time (Seconds) of Riemannian Optimizers in

100 Iterations

Method PCA Face
Recognition

Clustering Similarity
Learning

RSGD [20] 57.2 51.7 368.0 150.3
RSGDM [22] 56.9 100.2 389.8 203.9
RSRG [38] 14.9 70.3 1248.4 1226.6
RSVRG [21] 23.2 70.3 802.5 1046.8
RASA [25] 57.7 222.8 375.3 138.0

RMO-base-
learner

33.9 43.2 360.0 117.4

RMO-
optimizer

130.6 68.1 19.0 37.0

RMO (Ours) 164.5 111.3 379.0 154.4

Fig. 11. Ablation study of gmLSTM on the PCA task. On the training and
testing sets, RMO w/o mLSTM finally converges at 3.35 and 3.32, while
RMO converges at 2.37 and 2.36 (log scale).
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flattened gradient matricesrðtÞMMMMMMM into vectors and sent the vec-
tors into the optimizer. Then, we reshaped outputs of conven-
tional LSTM into matrices with the same shape as rðtÞMMMMMMM .
Results on the PCA and clustering tasks are shown in Figs. 11
and 12. Results suggest that the optimizer parameterized by
conventional LSTM converges slowly and have a worse
optima. In contrast, our optimizer parameterized by gmLSTM
converge faster to a better optima. This confirms the impor-
tance of preserving matrix structures when learning the Rie-
mannian optimizer.

6.3.2 Riemannian Implicit Differentiation

Training Scheme

Time/memory Consumption. We measured both time and
memory consumption of training the Riemannian optimizer
with (‘w/ RIDTS’) and without (‘w/o RIDTS’) the Rieman-
nian implicit differentiation training scheme (see Tables 4
and 5). For ‘w/o RIDTS’, we utilized the TBPTT algorithm
to train the Riemannian optimizer with the same number of
inner-loop and outer-loop steps as ours. Results suggest
that using the Riemannian implicit differentiation training
scheme saves tangible amount of time and memory as com-
pared to using the TBPTT algorithm. The reason is that our
training scheme does not need to differentiate through the
optimization trajectory in the inner-loop, reducing compu-
tational cost. Furthermore, with the implicit formulation,
we do not need to keep the whole optimization trajectory,
which in terms reduces the memory footprint of our algo-
rithm significantly. Add to this the fact that TBPTT suffers
from the exploding gradient issue, while our training
scheme does not. When the exploding gradient occurs, the
TBPTT has to retrain a model or load a saved model to con-
tinue training, resulting in extra training time. Thus, Rie-
mannian implicit differentiation training scheme makes our
method more efficient.

Meta-Gradient. We visualized meta-gradients of ‘w/
RIDTS’ and ‘w/o RIDTS’ on the PCA tasks (see Fig. 13).

We chose the number of optimization steps in the inner-
loop as T ¼ 5, T ¼ 10, T ¼ 15 and T ¼ 20. We find that,
‘w/o RIDTS’ suffers from exploding meta-gradients,

and the severity of the problem escalates for larger T . In
contrast, meta-gradients of ‘w/ RIDTS’ show stable
behavior and smaller norms, regardless of the duration of
optimization in the inner-loop. Even when T ¼ 20, meta-
gradients of ‘w/ RIDTS’ have smaller and more stable
norms as compared to meta-gradients of ‘w/o RIDTS’
with T ¼ 5. This confirms our analysis that products of
Hessian matrices and products of derivatives of retraction
in meta-gradients of ‘w/o RIDTS’ cause the exploding
gradients. Our Riemannian implicit differentiation train-
ing scheme avoids exploding gradients by breaking the
dependency of optimization trajectories in training the
Riemannian optimizer.

Optimization/Accuracy Performance. Finally, we com-
pared our Riemannian implicit differentiation training
scheme with existing meta-optimization training techni-
ques [52], [70]. For the work in [52], we pretrained an ini-
tial optimizer guided by RSGD and gradually increased
the iterations for the optimizer (50 steps every 2000
epochs). We evaluated its performance with different
optimization steps in the inner-loop, denoted by ‘w/o
RIDTS IL-T ’, where T means the number of inner-loop
steps. Some curves are not presented (e.g., ‘w/o RIDTS
IL-16’ and ‘w/o RIDTS IL-64’ on the PCA task), because
the method of [52] suffered from exploding gradients.
Following ideas in [70], we utilized the persistent evolu-
tion strategies to compute meta-gradients in Riemannian
meta-optimization denoted by ‘w/o RIDTS PES’. Loss
curves are shown in Figs. 14 and 15. Accuracy compari-
sons are shown in Table 6.

For the optimization performance, our training scheme
achieves better performance with faster convergence
speed and lower loss values. Although the method [52]
uses a pretrained model that is capable of alleviating the
instability of training, we observed that it could still suf-
fer from exploding gradients in the Riemannian setting.
We also note that in terms of accuracy, the proposed
training scheme is superior. The method [70] uses evolu-
tion strategies to compute unbiased meta-gradients. Com-
pared with it, our training scheme is more efficient and
achieves higher accuracy.

6.4 Visualization

We trained an optimizer on the PCA task and visualized
generated step sizes and search directions to show how our
optimizer works. The step sizes generated by our optimizer
are shown in Fig. 16a. We find that our optimizer learns to

Fig. 12. Ablation study of gmLSTM on the clustering task. On the training
and testing sets, RMO w/o mLSTM finally converges at 2.55 and 2.56,
while RMO converges at �1:45 and �1:57 (log scale).

TABLE 4
Time (Hours) of Training an Optimizer

Method PCA Face
Recognition

Clustering Similarity
Learning

w/o
RIDTS

1:33� 101 5.97 6.27 8:70� 10�1

w/
RIDTS

1:63� 10�1 4:11� 10�2 5.30 5:80� 10�1

TABLE 5
Memory (MB) of Training an Optimizer

Method PCA Face
Recognition

Clustering Similarity
Learning

w/o
RIDTS

1:19� 104 5:68� 103 7:89� 102 3:68� 103

w/ RIDTS4:55� 103 2:60� 103 6:67� 102 1:21� 103
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automatically decrease step sizes, performing adaptive opti-
mization. This is consistent with our common practice of
tuning step sizes for a hand-designed optimizer.

We plotted cosine similarities between generated search
directions and full gradients, as shown in Fig. 16b. Note
that the full gradients are the optimal optimization direc-
tions as they were computed using all training data. We
also plotted cosine similarities between stochastic gradients
(inputs of our optimizer) and the full gradients. To further
compare the generated search directions and the stochastic
gradients, we projected the generated search directions, the
stochastic gradients, and the full gradients to the Grass-
mann manifold. We then computed distances between the
generated search directions and the full gradients, and dis-
tances between the stochastic gradients and the full gra-
dients on the Grassmann manifold using the projection
metric [71]. Results are shown in Fig. 16c. In Figs. 16b and
16c, compared with the stochastic gradients, the generated
search directions by our method have smaller deviations
from the optimal optimization directions (i.e., larger cosine
similarities and smaller distances). This advantage contrib-
utes to our faster convergence speed. Thus, we conclude
that, by exploring the underlying data distributions, our
optimizer learns to automatically transform stochastic gra-
dients and previous optimization states into better search
directions.

We also visualized norms of search directions, as shown
in Fig. 16d. The generated search directions have larger
norms than stochastic gradients, especially at the beginning
of training. Based on the above visualization experiments,
the proposed optimizer can learn to generate adaptive
step sizes and better search directions that have larger
norms, implying a better optimization behaviour.

6.5 Applications

In this work, we focus on Riemannian optimization to
address machine learning tasks with nonlinear constraints,

e.g., dimensionality reduction [11], subspace learning [13],
metric learning [72], and representation learning [73]. Natu-
rally, our method can be applied to many practical con-
strained tasks. To demonstrate this point, we evaluate our
method on the few-shot learning, texture image classifica-
tions, and person re-identification tasks.

6.5.1 Few-Shot Learning

The few-shot learning problems aim to recognize samples
from unseen classes, given very few labeled examples.
Some recent works show that representing data on a hyper-
bolic manifold xxxxxxx 2 Hd may lead to better performances.
Among various properties of the hyperbolic manifold, its
low encoding distortion might be of essential for representa-
tion learning [72]. Here, we build a hyperbolic classifier that
projects euclidean features onto the hyperbolic manifold
and classify them via the hyperbolic distance following [73].
In our experiments, we learn a hyperbolic optimizer to ini-
tialize the classifier for few-shot learning. If we remove the
hyperbolic structure, our model reduces to the celebrated
MAMLmethod [31].

We conducted 1-shot/5-shot 5-way experiments on two
popular datasets: mini-ImageNet [74] and tiered-Image-
Net [75].Weused the 12-layer residual network (ResNet12 [76])
as the backbone. We compared the loss values of RMO with
those of hand-designed Riemannian optimizers RSGD,
RSGDM, and RASA in Fig. 17. The figure shows that our
method has faster convergence speed and smaller loss values
for new tasks. We compared the accuracy of our model with

Fig. 13. Meta-gradients of RMO with and without the Riemannian implicit differentiation training scheme on the PCA task, denoted by ‘w/ RIDTS’ and
‘w/o RIDTS’, respectively. We evaluated meta-gradients with the number T of optimization steps in an inner-loop as 5, 10, 15, and 20.

Fig. 15. Comparisons of learning the Riemannian optimizer with and
without Riemannian implicit differentiation on the clustering task.

Fig. 14. Comparisons of learning the Riemannian optimizer with and
without Riemannian implicit differentiation on the PCA task.

TABLE 6
Ablation on the Kylberg Dataset

Method w/o RIDTS IL [52] w/o RIDTS PES [70] RMO (Ours)

Kylberg 84.15 85.00 86:70
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state-of-the-art few-shot learning methods in Tables 7 and 8.
Using a hyperbolic geometry brings clear performance boost
as compared to the euclidean geometry. For example, our
method has at least 10% improvement over MAML and about
5% improvement over ALFA. This is because the hyperbolic
geometry can provide more power representations for data.
Our optimizer learns adaptive optimization for unseen tasks,
further improving the performance. For example, on the mini-
ImageNet dataset, our method is 1:34% and 1:40% higher than
the compared method RSGDM. Hyper ProtoNet learns a
hyperbolic prototype for few-shot learning, and our method is
6:47% and 5:76% higher than it on the mini-ImageNet dataset.
These experiments demonstrate the superiority of our learned
optimizer.

6.5.2 Texture Image Classification

Texture classification, a fundamental problem in computer
vision, has been a long-standing research topic with a wide
variety of applications such as image retrieval. We add the
orthogonality constraint to the classifier for discriminative
representations of texture images. This makes parameters of
the model on Stiefel manifolds. In our experiments, the
DTD [77] dataset was used. We extracted 1024-dimensional
second-order statistics as image representations from a
VGG-16 network via a factorized bilinear pooling [78]. We
trained our optimizer on the training set and then utilized
the optimizer to learn a powerful classifier. Accuracy com-
parisons with the dimensionality of features are shown in
Table 9.

Fig. 16. Visualization of generated step sizes and search directions on the PCA task. (a) Generated step sizes of the proposed optimizer. (b) The red
curve denotes cosine similarities between the generated search directions and full gradients, and the blue curve denotes cosine similarities between
stochastic gradients and full gradients. (c) The projection metric between the generated search directions and the full gradients. (d) Norms of the gen-
erated search directions and stochastic gradients.

Fig. 17. Loss plots for the few-shot learning task on the mini-ImageNet and tiered-ImageNet datasets.

TABLE 7
Accuracy (%) on the Mini-ImageNet Dataset

Method Backbone 1-shot 5-way 5-shot 5-way

MAML [31] ResNet12 51:03� 0:50 68:26� 0:47
L2F [79] ResNet12 57:48� 0:49 74:68� 0:43
CAML [80] ResNet12 59:23� 0:99 72:35� 0:71
ALFA [81] ResNet12 60:06� 0:49 77:42� 0:42
MetaOptNet [76] ResNet12 62:64� 0:61 78:63� 0:46
MetaFun [82] ResNet12 62:12� 0:30 78:20� 0:16
DSN [83] ResNet12 62:64� 0:66 78:83� 0:45
Chen et al. [84] ResNet12 63:17� 0:23 79:26� 0:17
MeTAL [85] ResNet12 59:64� 0:38 76:20� 0:19
LEO [35] WRN-28-10 61:76� 0:08 77:59� 0:12
Hyper ProtoNet [73] ResNet18 59:47� 0:20 76:84� 0:14
RSGD [20] ResNet12 63:38� 0:36 80:10� 0:54
RSGDM [22] ResNet12 64:60� 0:33 81:20� 0:68
RASA [25] ResNet12 62:56� 0:43 78:90� 0:63
RMO (Ours) ResNet12 65:94� 0:42 82:60� 0:39

TABLE 8
Accuracy (%) on the Tiered-ImageNet Dataset

Method Backbone 1-shot 5-way 5-shot 5-way

ProtoNet [86] ResNet12 53:51� 0:89 72:69� 0:74
MAML [31] ResNet12 58:58� 0:49 71:24� 0:43
L2F [79] ResNet12 63:94� 0:48 77:61� 0:41
ALFA [81] ResNet12 64:43� 0:49 81:77� 0:39
DSN [83] ResNet12 66:22� 0:75 82:79� 0:48
MetaOptNet [76] ResNet12 65:99� 0:72 83:28� 0:12
MetaFun [82] ResNet12 67:72� 0:14 78:20� 0:16
Chen et al. [84] ResNet12 68:62� 0:27 83:74� 0:18
MeTAL [85] ResNet12 63:89� 0:43 80:14� 0:40
LEO [35] WRN-28-10 66:33� 0:05 81:44� 0:09
RSGD [20] ResNet12 70:06� 0:66 84:44� 0:27
RSGDM [22] ResNet12 69:56� 0:52 84:56� 0:41
RASA [25] ResNet12 68:2� 0:47 83:4� 0:38
RMO (Ours) ResNet12 71:40� 0:46 85:40� 0:20
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Results show that our method achieves state-of-the-art
performance with smaller dimensionality. All the studied
methods use the second-order statistics for classification.
The difference is the use of a classifier with the orthogonal-
ity constraint in our algorithm instead of conventional soft-
max classifier employed by the studied works. Our method
achieves better performance than all compared methods.
This shows the superiority of adding the orthogonality con-
straint. A classifier with orthogonality constraint requires
preserving orthogonality in the training process, which
makes training challenging and unconventional. Our RMO
method quite meets this requirement, and learns to auto-
matically perform optimization on Stiefel manifolds. Since
the classifier with the orthogonality constraint can also be
applied to other classification tasks, such as face and fine-
grained image recognition, our method has wide use-cases
in real-world applications.

6.5.3 Person Re-Identification

Person re-identification has attracted much attention in
computer vision due to its industrial prospects. The goal
here is to retrieve all images with the same identity from
a gallery, given an image of a specific person. The key to
successful person re-identification is to learn discrimina-
tive features and a metric, such that features from the
same identity have small distances and features from dif-
ferent identities have large distances. In our experiment,
we extracted global and part features with bilinear atten-
tion [87], and concatenated them into 1024-dimensional
features, where the GoogLeNet-V1 was used as the back-
bone. We applied a projection with the orthogonality con-
straint on the features, such that the resulting features
become more independent and informative. We used the
Market-1501 [88] and DukeMTMC-reID [89] datasets in
our experiments, and report the mean average precision
(mAP) and rank-1/5/10 accuracies to evaluate our model.
Accuracy comparisons are shown in Table 10.

We can find that the projection with the orthogonality
constraint is more discriminative than the conventional pro-
jection in euclidean spaces. In terms of mAP, our method
achieves 86.1 on the market-1501 dataset, while ‘w/o con-
straint’ is just 82.7. As shown empirically, it is reasonable to
apply our method to the person re-identification task. Our
method not only reduces human involvement but also
brings better performance. This also demonstrates that our

method has wide applications, and can be readily applied
to orthogonal projections to bring discriminative and infor-
mative features.

7 CONCLUSION

In this article, we have presented a Riemannian meta-
optimization (RMO) method to learn an optimizer on Rie-
mannian manifolds, reducing human involvement and
expert knowledge in employing the Riemannian opti-
mizer by hand. The introduced recurrent neural network,
namely gmLSTM, enables us to develop the optimizer
that is faithful to the geometry of the manifold. The Rie-
mannian implicit differentiation training scheme can effi-
ciently learning the Riemannian optimizer, avoiding the
exploding gradients, and reducing both time and memory
costs. We train an optimizer to minimize the objective of a
base-learner in an end-to-end fashion, and thus the opti-
mizer can explore the underlying data distribution to per-
form task-specific optimization. Extensive experiments on
the hyperbolic, Stiefel, Grassmann, and SPD manifolds
have demonstrated that our optimizer can achieve better
convergence behavior than existing state-of-the-art Rie-
mannian optimizers consistently. Developing theoretical
justification of learning Riemannian optimization is our
future work.
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