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Abstract

Large vision-language models (LVLMs) are ignorant of the up-to-date knowledge,1

such as LLaVA series, because they cannot be updated frequently due to the large2

amount of resources required, and therefore fail in many cases. For example, if a3

LVLM was released on January 2024, and it wouldn’t know the detailed plot of the4

new movie Dune 2, such as “the dead of an important duel", because this movie was5

not yet released when the LVLM was trained. To solve the problem, a promising6

solution is to provide LVLMs with up-to-date knowledge via internet search during7

inference, i.e., internet-augmented generation (IAG), which is already integrated in8

some closed-source commercial LVLMs such as GPT-4V. However, the specific9

mechanics underpinning them remain a mystery. In this paper, we propose a plug-10

and-play framework, for augmenting existing LVLMs in handling visual question11

answering (VQA) about up-to-date knowledge, dubbed UDKAG. A hierarchical12

filtering model is trained to effectively and efficiently find the most helpful content13

from the websites returned by a search engine to prompt LVLMs with up-to-date14

knowledge. To train the model and evaluate our framework’s performance, we pro-15

pose a pipeline to automatically generate news-related VQA samples to construct16

a dataset, dubbed UDK-VQA. A multi-model voting mechanism is introduced to17

label the usefulness of website/content for VQA samples to construct the training18

set. For the test set, we perform manual screening to ensure the correctness of19

test samples. Experimental results demonstrate significant improvements of our20

framework over LVLMs, outperforming the self-contained IAG-capable GPT-4V21

by ∼25% in accuracy on UDK-VQA test set.22

1 Introduction23

Large vision-language models (LVLMs, e.g., GPT-4V [1], Gemini Series [2], and Grok [3]) have24

received much attention for their impressive generative capabilities. They require a large resource for25

data collection, cleaning, and training, restricting them from frequently updating models. However,26

new information and knowledge are created every time, making LVLMs ineffective in many scenarios.27

For example, if we talk with LLaVA-1.6 [4] (released on January 30, 2024) about the detailed plot28

of the new movie Dune 2, such as “the dead of an important duel", it performs very badly. It is29

promising to augment LVLMs by retrieving up-to-date knowledge via internet search during inference,30

i.e., internet-augmented generation (IAG). Although commercial LVLMs such as GPT-4V [1] and31

Claude3 [5] have the ability of IAG, the specific mechanics underpinning them remain undisclosed.32

This paper proposes a plug-and-play framework to augment different LVLMs in handling visual33

question answering (VQA) about up-to-date knowledge, named UDKAG.34

We first introduce our overall framework applicable to different LVLMs for equipping them with35

up-to-date knowledge during inference. It consists of four components: query generator, search36
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Figure 1: The proposed UDKAG, a framework for LVLMs to access up-to-date knowledge.

engine, hierarchical filtering model, and augmented generation, as shown in Figure 1. Specifically, we37

begin by extracting queries via Bing Visual Search and LLMs for an image-related question. Then, we38

acquire helpful websites through search engines and extract their contents by web scraping. However,39

it is impractical to augment LVLMs directly with the entire content of all websites, because: (1) Most40

LVLMs are poor at handling such long contexts. (2) Handling such long contexts is computationally41

intensive and time-consuming. To this end, a hierarchical filtering model is trained to find the most42

helpful content for answering the question, which first efficiently sifts the websites based on each43

website’s title and snippet, and then identifies the most helpful content from the filtered websites.44

Finally, the filtered content is fed to LVLMs to assist them in answering the question.45

We then construct a dataset dubbed UDK-VQA about up-to-date news. It is used to train the46

hierarchical filtering model and also evaluate our overall framework’s performance. In particular,47

we propose a pipeline to automatically scrape the up-to-date news and generate news-related VQA48

samples. Specifically, we use search terms from Google Daily Search Trends and manually collected49

popular search terms as queries to search for hot news. For each piece of news, we divide its content50

into segments and ask GPT-3.5 to generate question-answer pairs based on each segment. Then, we51

extract an entity for each question and replace it with its hypernym. To compose a VQA sample,52

we use Bing to search images of the replaced entity and cluster them to reduce the outliers among53

them. In doing so, answering the generated VQA samples requires models to consider both visual54

and textual information. We use queries from different time periods to scrape news from different55

time periods to generate samples for constructing a training set and a test set, to avoid the test data56

being exposed in the training data. In the training set, we further use a multi-model voting mechanism57

to label website’s usefulness and content’s usefulness for VQA samples, and combine the samples58

with websites and their content based on the label for training the hierarchical filtering model. In the59

testing set, we conduct manual screening to ensure its correctness.60

To validate the effectiveness and generalizability of the proposed framework, we incorporate 1361

state-of-the-art LVLMs into the framework, such as GPT-4V [1] and LLaVA-1.6 [4]. Notably,62

once the hierarchical filtering model is trained, our framework can adapt different LVLMs and63

improve their performance without any fine-tuning. Extensive experimental results demonstrate64

that our framework can significantly improve LVLM’s ability to answer questions about up-to-65

date knowledge. Incorporating the LLaVA-1.6 model of our framework even outperforms the66

self-contained IAG-capable GPT-4V by ∼25% in accuracy on UDK-VQA test set.67

The contributions of our work are summarized as follows. (1) We propose the first open-source68

framework which seamlessly incorporates existing LVLMs to equip them with up-to-date knowledge69

during inference. (2) We propose a pipeline which can automatically generate VQA samples related70

to up-to-date news, and construct the first test set for evaluating the ability of LVLMs in handling71

VQA about up-to-date knowledge. (3) Extensive experimental results on 13 state-of-the-art LVLMs72

demonstrate the effectiveness of our framework.73
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2 Related Work74

2.1 Retrieval-Augmented Generation75

Recently retrieval-augmented generation (RAG) attracted increasing attention of both the natural76

language processing [6, 7, 8, 9] and vision-and-language [10, 11, 12]. REALM [6] uses the query to77

retrieve the top 𝑘 most relevant article snippets, and uses large language models (LLMs) to generate78

𝑘 responses, which are then combined to obtain a final output for question answering. Recently,79

[13, 8, 14] explores the internet-augmented generation (IAG) of LLMs to enable language models80

to access up-to-date information via search engines. Komeili et.al. [13] show that LLMs enhanced81

via search engines can generate less factually incorrect information during dialogue with humans.82

Lazaridou et.al. [8] uses few-shot prompting to enable LLMs to exploit knowledge returned from83

Google search to answer questions about factual and up-to-date information. In vision-and-language,84

REVEAL [10] builds a memory by encoding open-world knowledge including image-text pairs,85

question-answering pairs, etc., and uses a retriever to find the most relevant knowledge entries in86

the memory. The memory, encoder, retriever, and generator are pre-trained in an end-to-end manner.87

Re-ViLM [11] augments Flamingo [15], by retrieving relevant image-text pairs from the external88

image-text datasets [16, 17, 18] for zero and in-context few-shot image-to-text generations. RA-CM389

[19] performs retrieval from an external memory for generating images and text. Differently, we90

focus on enabling LVLMs to retrieve up-to-date knowledge via Internet search during inference.91

2.2 Large Models with Search Engine92

Recent years have witnessed a growing interest in exploring external tools for LLMs [20, 21, 22, 23,93

24]. Among them, some methods [24, 25, 26] can use search engines to access up-to-date knowledge.94

Nonetheless, these methods usually focus on how to appropriately use different tools to enhance95

LLMs, such as using Python interpreter to generate complex programs [21], incorporating more96

external tools [24], or updating tools by acquiring new knowledge [26]. Although they can access97

up-to-date knowledge, they usually directly use the website snippets for augmenting generation.98

By contrast, this work focuses on internet-augmented generation and explores how to obtain more99

relevant up-to-date knowledge and effectively use retrieved knowledge to augment LVLMs.100

3 Framework101

In this section, we introduce UDKAG, a framework that seamlessly incorporate existing LVLMs,102

allowing these LVLMs to access up-to-date knowledge without fine-tuning. The whole framework is103

illustrated in Figure 1. For a natural language question 𝑄 about an image 𝑉 , we first extract queries104

for both 𝑄 and 𝑉 via the query generator. Then we enter the queries into search engines, and the105

search engine would return related websites, each of which consist of a title and a snippet. To identify106

the most helpful content within the websites, a website filter is used to filter the websites based on107

their titles and snippets, and a content filter is further used to filter the content of the websites filtered108

by the website filter. Finally, we stitch the filtered content together to prompt existing LVLMs.109

3.1 Query Generator110

Question Query Generator. To get queries that make search engines return websites containing111

helpful content, we leverage large language models (LLMs) to extract queries for 𝑄. Thanks to the112

language understanding capability of LLMs, the role played by each word can be well inferred from113

the grammatical information of 𝑄, even if certain words are unknown for the LLMs. We use “Do not114

try to answer the question, just print the most informative no more than three entities in the question.115

Put them on one line and separate them with comm." to prompt LLMs to generate queries.116

Image Query Generator. For an image 𝑉 , we leverage Bing Visual Search to analyze the image117

entities of 𝑉 as queries. The reason for using Bing Visual Search rather than a LVLM to extract118

queries for𝑉 is that current LVLMs are inadequate in extracting image entities especially for emerging119

entities. Notably, Bing Visual Search is a tool different from commonly used search engines, returning120

image-related attributes, including image entity names, image-related search terms and image-related121

websites. However, entity names are missing in most cases. To address this problem, we extract the122

longest public ancestor of related search terms and related website titles as the queries for 𝑉 .123

3



3.2 Search Engine124

The extracted queries are fed into a search engine, and the search engine returns relevant websites125

with their titles and snippets. However, the returned titles and snippets often contain limited and126

incomplete information. For example, for a website with title “Pororo Dragon Castle Adventure", the127

entire snippet returned by Bing is “Pororo and his friends were having fun when a little red dragon128

named Arthur appears above them Arthur who claims to be the king of dragons commands Pororo129

and his friends to search for his Dragon ...", obviously there is more about “Pororo Dragon Castle130

Adventure" contained in the website. Thus we parse the textual content of all websites. For a website,131

not all of its content contributes to answering questions, we empirically divide the website content132

into segments every third sentence for a more granular selection of content.133

3.3 Hierarchical Filtering Model134

Since most of the existing LVLMs cannot receive long context as inputs, and long contexts can be135

computationally intensive and time consuming for them, it’s necessary to filter the website content136

after obtaining the websites via the search engine. Towards this goal, we train a hierarchical filtering137

model, which consists of a website filter and a content filter to perform a two-step filtering.138

Website Filter. The aim of the website filter is to perform the filtering of websites based on their139

titles and snippets. Specially, a website scoring model is trained via instruction tuning, to predict how140

helpful a website will be in answering a question, and the 𝑁 websites with higher scores would be141

kept. The training samples are in the format (𝑇, 𝑆, 𝑄,𝑉, 𝑅𝑤), where 𝑅𝑤 is a quantitative usefulness in142

the interval [0, 1] representing how helpful a website with title 𝑇 and snippet 𝑆 will be in answering143

𝑄 related to 𝑉 . Based on the samples, we construct instructions like “How helpful is an article with144

such a title and snippet in answering the question based on the image? Choose the best option. Title:145

<𝑇> Snippet: <𝑆> Question: <𝑄> Options: A. 1.0 B. 0.8 C. 0.6 D. 0.4 E. 0.2 F. 0.0". In doing so,146

the score regression problem is converted into a classification problem, which is easier to learn.147

Content Filter. The content filter is used to select the most helpful content segments from the148

websites filtered by the website filter. For each content segment, we predict how helpful is it for149

answering 𝑄 by a content scoring model. The content scoring model is trained by samples in the150

format (𝐶,𝑄,𝑉, 𝑅𝑐), where 𝐶 is a content segment, and 𝑅𝑐 is the quantitative usefulness of 𝐶 in151

answering 𝑄. The instructions for training the content scoring model are in the format: “How helpful152

is this context in answering the question based on the image? Choose the best option. Context: <𝐶>153

Question: <𝑄> Options: A. 1.0 B. 0.8 C. 0.6 D. 0.4 E. 0.2 F. 0.0". We use the model to sort all154

content segments and select the 𝑀 highest scoring ones as the obtained segments.155

Diversity Selection. To avoid LVLMs answer questions using bias from repetitive contexts, we156

performed a quadratic selection on the obtained segments based on diversity. Specially, we extract157

CLIP features [27] for all the segments and cluster them using k-means [28]. The segments closest to158

the center of each cluster are stitched together as the final obtained content for prompting the LVLMs.159

3.4 Augmented Generation160

We augment existing LVLMs by prompting them with the final obtained content, to improve their161

ability of answering questions about up-to-date knowledge. Taking answer the multiple choice162

questions as an example, for a question 𝑄 with candidate answers 𝐴1, 𝐴2, 𝐴3 and 𝐴4, we use the163

prompt “Given context: <𝑋> Question: <𝑄> Answers: A.<𝐴1> B.<𝐴2> C.<𝐴3> D.<𝐴4> Answer164

with the option’s letter from the given choices directly based on the context and the image.", where 𝑋165

denotes the final content obtained by the hierarchical filtering model.166

4 UDK-VQA Dataset167

To evaluate the effectiveness of our framework, we propose a pipeline to automatically scrape the168

up-to-date news and generate news-related VQA. The whole pipeline is demonstrated in Figure 2.169

The pipeline is also used to collect training samples for the hierarchical filtering model. We first170

collect hot search terms as queries to scrape relevant news returned by search engines. For each171

piece of news, every third sentence is divided into a segment. We then employ GPT 3.5 to generate172

a question-answer pair for each segment, and extract an entity in the question, replacing it with its173
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Figure 2: Overall pipeline of the sample generation for the UDK-VQA dataset. For brevity, we only
show one output item at several steps, such as the content segment returned by the Parser. Notably,
we use queries from different time periods to scrape news from different time periods to generate
training samples and test samples, which is not reflected in this figure for brevity.

hypernym. Bing Image Search is used to find images for the replaced entity, and after removing174

outliers from the images using clustering, the images and the question-answer pair are composed175

into VQA samples. We combine the VQA samples and website information (e.g., title, snippet and176

content), and introduce a multi-model voting mechanism to generate pseudo-score, constituting the177

training set. For the test set, manual screening is conducted to ensure the correctness of test samples.178

4.1 Query Collection179

Google daily search trends is an available data source that reflects what’s hot in real time, and is180

well suited as the query used to construct our dataset. However, we observe that most search terms181

of the Google daily search trends are related to politics and sports, which poses a great limitation.182

Therefore, we further manually collect popular search terms to improve the query diversity. The183

popular search terms are collected from many other domains including films, technological products,184

anime characters, places of interest, and so on. These human-collected queries were mixed with185

queries from Google daily search trends to be used for subsequent sample generation.186

4.2 Question Generation187

For each query, we use Bing to search for relevant and up-to-date news. For the scraped news content,188

we divide every third sentence into a segment, and use the following message to prompt GPT-3.5189

to generate a question-answer pair and several confused answers for each segment: “Given context:190

<𝐶𝑜𝑛> Filling the blanks to generate a question about the most informative event of the context,191

generate an correct answer to the question in no more than three words based on context, and192

generate three incorrectly confused answers of no more than three words based on context. Question:193

Correct answer: Incorrect answers: A. B. C. ", where <𝐶𝑜𝑛> denotes a segment.194

We design a simple but effective rule to ensure the correctness of the generated question-answer pairs,195

which requires a model can answer a question 𝑄 with 𝐴 based on a segment 𝐶, if the model is able to196

generate a question-answer pair (𝑄, 𝐴) based on 𝐶.197

4.3 Image Assignment198

To generate VQA samples and avoid the model’s reliance on language priors for answering, we create199

samples that necessitate an understanding of the image for correct answers. Firstly, we extract an200

entity for each question via named an entity recognition (NER) model [29]. Images of the entity201

are then obtained by Bing Image Search. Since the images returned by the search engine are noisy202
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Figure 3: (a) Training samples. (b) Test samples. (c) Category statistics for the test set of UDK-VQA.

(outlier images), we cluster them based on the CLIP feature [27] of the images and keep only the203

images in the cluster with the highest number of images. Finally, the kept images are assigned to the204

new question-answer pairs where the entity is replaced by its hypernym, to compose VQA samples.205

An obtained VQA sample can be denoted as (𝑉,𝑄, 𝐴𝑔𝑡 , {𝐴𝑖
𝑤}3

𝑖=1), where 𝑄 is the generated question,206

𝑉 is the entity image, 𝐴 represents the ground-truth answer, and 𝐴𝑖
𝑤 is 𝑖-th confused wrong answer.207

4.4 Pseudo-Score Generation208

For a VQA sample generated from the content segment 𝐶, which we denote as the ground-truth209

segment for the sample, it is certain that 𝐶 is most helpful in answering this sample. Inevitably, we210

must consider to what extent do the other content segments contribute to answering the sample? We211

propose a pseudo-score generation method that uses five LVLMs for voting to quantify how helpful a212

content segment is to a VQA sample into six values: 1.0, 0.8, 0.6, 0.4, 0.2 and 0.0. Specially, for a213

VQA sample with the ground-truth segment 𝐶 from a news fetched for a query, we first sample four214

content segments from the news for the query beyond its ground-truth segment. Then we use each215

sampled segment to prompt each of the five LVLMs to answer the VQA sample and count the rate of216

LVLMs that answer correctly as the pseudo-score for the segment.217

In doing so, we obtain training samples for the content filter, in the format (𝐶,𝑄,𝑉, 𝑅𝑐), where 𝐶 is218

a content segment, 𝑄 denotes a question related to the image 𝑉 , and 𝑅𝑐 is the pseudo-score of how219

helpful 𝐶 is to answer 𝑄. Moreover, we count the maximum pseudo-score of all content segments in220

a news for a VQA sample as the pseudo-score for the news website, dubbed 𝑅𝑤 , to build training221

samples for the website filter. The training sample format for the website filter is (𝑇, 𝑆, 𝑄,𝑉, 𝑅𝑤),222

where 𝑇 is the website title, 𝑆 is the website snippet. By merging these training samples into the223

training instructions mentioned in Section 3.3, the hierarchical filtering model can be implemented.224

4.5 Manual Screening225

For constructing the test set, we do not use the pseudo-score generation method. A test sample226

(𝐶,𝑉,𝑄, 𝐴𝑔𝑡 , {𝐴𝑖
𝑤}3

𝑖=1) can be seen as a VQA sample with its ground-truth content segment 𝐶. It is227

worth noting that 𝐶 is only provided when testing the upper bound of performance. For each test228

sample, we randomly mix 𝐴𝑔𝑡 and {𝐴𝑖
𝑤}3

𝑖=1, then assign them the options (i.e. A, B, C and D), and229

add a complementary option E. No Correct Answers, to evaluate LVLMs in a multiple choice format.230

Moreover, we manually review all test samples to ensure that they are correct.231

4.6 Dataset Analysis232

To avoid the test data being exposed in the training set, we use queries from different time periods233

to scrape news from different time periods for constructing the training set and the test set. For the234

training set, we use the queries from February 17, 2024 to March 31, 2024 to scrape news before235

April 10, 2024. The training sample number for the website filter and the content filter are 599, 700236

and 850, 267, respectively. For the test set, we use the queries from April 1, 2024 to April 31, 2024237

to scrape news after April 10, 2024. The number of test samples is 1, 000. We manually divide the238

test sample into seven categories, including politics, entertainment, announcement, sports, economic,239

technology and society, based on their required knowledge. We visualize some samples in UDK-VQA240

and the statistics for test samples in each category in Figure 3.241
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Table 1: Comparision with SOTA LVLMs on UDK-VQA, where Raw represents the model without
IAG ability (e.g., official API version), IAG represents the model with self-contained IAG-capable
ability (official web version), LC represents the model with long context input. “Ours" stands for
incorporating the Raw baseline into our framework. The value outside/in () indicates the accuracy
over samples that do not violate the content management policy of current/all model(s).

Model Variant pol. ent. ann. sp. eco. tech. soc. overall

Gemini Raw 6.2 (5.7) 15.8 (16.3) 10.2 (11.9) 7.4 (8.1) 2.3 (2.5) 8.0 (6.2) 3.0 (3.7) 9.1 (9.5)

1.5 Pro LC 61.7 (65.7) 71.5 (77.3) 73.5 (76.2) 77.2 (79.2) 72.7 (72.5) 81.3 (83.1) 62.1 (66.7) 76.4 (76.1)
Ours 82.8 (82.9) 79.6 (79.0) 91.8 (92.9) 81.5 (80.1) 97.7 (97.5) 84.0 (83.1) 90.9 (88.9) 83.3 (82.3)

GPT Raw 21.1 (23.8) 31.5 (30.9) 16.3 (19.0) 16.7 (17.5) 15.9 (17.5) 41.3 (38.5) 21.2 (22.2) 24.2 (23.8)

4V IAG 62.5 (68.0) 61.9 (63.6) 63.3 (66.7) 62.4 (63.3) 70.5 (67.5) 80.0 (78.5) 69.7 (70.4) 64.5 (65.9)
Ours 76.6 (83.8) 85.8 (85.8) 89.8 (90.5) 86.2 (86.4) 97.7 (97.5) 92.0 (90.8) 87.9 (92.6) 87.2 (87.4)

GPT Raw 36.7 (40.0) 34.2 (36.1) 42.9 (47.6) 28.6 (30.4) 40.9 (42.5) 65.3 (67.7) 36.4 (38.9) 37.2 (37.8)

4o IAG 61.7 (63.1) 57.3 (58.4) 69.4 (64.3) 48.4 (47.9) 70.5 (75.0) 81.3 (81.5) 62.1 (61.1) 57.8 (57.9)
Ours 86.7 (92.4) 89.6 (91.4) 98.0 (100) 83.9 (88.0) 97.7 (100) 90.7 (96.9) 89.4 (94.4) 91.8 (91.6)

LLaVA Raw 43.8 (45.7) 32.3 (31.8) 22.4 (23.8) 24.9 (23.2) 25.0 (25.0) 53.3 (55.4) 33.3 (31.5) 31.8 (31.2)
1.6 Ours 86.7 (87.6) 91.9 (91.8) 93.9 (97.6) 88.1 (88.0) 90.9 (90.0) 93.3 (93.8) 95.5 (100) 90.2 (90.7)

5 Experiments242

5.1 Settings243

Training. We implement two versions of the hierarchical filtering model, one using LLaVA-1.5-244

vicuna-7b [30] and the other using Qwen-VL-Chat [31]. In each version, we use same hyper-245

parameters to fine-tune two same LVLMs with LoRA [32] as the website filter and the content246

filter, respectively. Whether fine-tuning LLaVA-1.5-vicuna-7b or Qwen-VL-Chat, the entire training247

process is facilitated on two Nvidia A100 GPUs, using a batch size of 128 over 3 epochs.248

Baselines. We incorporate 13 representative LVLMs into the proposed framework including Gemini249

1.5 Pro [2], GPT-4V [1], GPT-4o, LLaVA-1.6 [4], XComposer2 [33], Monkey [34], CogVLM [35],250

MiniCPM-V2 [36], mPLUG-Owl2 [37], Qwen-VL [31], MMAlaya [38], Xtuner [39] and VisualGLM251

[40]. We implement Gemini 1.5 Pro, GPT-4V and GPT-4o via their official webs and APIs. For other252

LVLMs, we implement them based on the VLMEvalKit toolkit [41].253

Evaluation. We evaluate LVLMs on the test set of our UKD-VQA dataset. In addition to evaluating254

LVLMs via VLMEvalKit, we design additional matching patterns for each LVLM with respect to its255

answer format. For example, we additionally use the pattern “The answer is XXX." for XComposer2256

as it often answers in this format. All evaluations are conducted with a single Nvidia A100 GPU.257

5.2 Quantitative Comparison with SOTA LVLMs258

We compare with state-of-the-art LVLMs on the UDK-VQA test set, including Gemini 1.5 Pro [2],259

GPT-4V [1], GPT-4o and LLaVA-1.6 [4]. For Gemini 1.5 Pro, GPT-4V and GPT-4o, we implement260

their Raw version via official APIs, which do not have the ability of IAG. Since Gemini 1.5 Pro261

is famous for its ability to receive long contexts, we use all website content returned by the search262

engine of our framework to prompt it directly, dubbed LC. For GPT-4V and GPT-4o, we test their263

self-contained IAG-capable ability via prompting their official web versions with “Retrieve relevant264

news and answer the question directly from the given options using the option letters based on the265

image.", dubbed IAG. We incorporate each Raw baseline into our framework as Ours.266

Experimental results are listed in Table 1, we can observe that: (1) GPT-4o with our framework267

achieves the best performance on almost categories of UDK-VQA. (2) For all four baselines, our268

framework consistently improves their accuracy (e.g., 22.7% and 34.0% absolute performance gains269

in overall accuracy for GPT-4V and GPT-4o, respectively). (3) Our framework uses shorter contexts270

but has higher accuracy (e.g., 76.4% vs 83.3% in accuracy for LC and Ours variants of Gemini,271

respectively). The observations suggest that our framework is generalizable and effective in enhancing272

the ability of LVLMs to answer questions about up-to-date knowledge.273
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Table 2: Ablation studies of our framework on UDK-VQA.

Model Variant
Hierarchical Filtering Model Query Generator (𝑄) Query Generator (𝑉) Acc.
LLaVA-1.5 QWen-VL NER LLaMA3 GPT-3.5 Bing Visual Search (%)

L
L

aV
A

-1
.6

Raw - - - - - - 31.8

IAG (SIM 𝑄) - - - - - - 46.1
IAG (SIM 𝑉) - - - - - - 47.1
IAG (SIM 𝑄𝑉) - - - - - - 47.7

Ours

✓ - - - - ✓ 49.3
✓ - - - ✓ - 65.9
✓ - ✓ - - ✓ 81.4
✓ - - ✓ - ✓ 86.6
✓ - - - ✓ ✓ 87.6
✓ - ✓ ✓ ✓ ✓ 90.2
- ✓ ✓ ✓ ✓ ✓ 89.6

5.3 Ablation Studies274

The results of ablation studies on UDK-VQA are shown in Table 2. Firstly, we investigate simple275

IAG methods, including using the similarity between questions and segments to select segments, i.e.,276

IAG (SIM 𝑄), using the similarity between images and segments to select segments i.e., IAG (SIM277

𝑉), using the averaged similarity of the the above two similarities to select segments, i.e., IAG (SIM278

𝑄𝑉). These methods show limited improvements and achieve unsatisfactory accuracy.279

Then, we study the influences of different components of our framework on the performance. For280

the hierarchical filtering model, we study two popular LVLMs, LLaVA-1.5 [30] and Qwen-VL [31].281

For the query generator, we conduct experiments with NER [29], LLaMA3 [42], GPT-3.5 and Bing282

Visual Search. We observe that: (1) Using different backbone for the hierarchical filtering model has283

little effect on performance. (2) Using multiple question query generators at the same time can result284

in better performance than using only one. (3) Using both the question query generator and the image285

query generator gives the best performance. These observations suggest that all components of our286

framework are effective in improving the baseline, and components are complementary to each other.287

5.4 Analysis of Pseudo-Score Generation288
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Figure 4: Accuracy using different
LVLMs to generate pseudo-scores.

We analyze the influences of using different LVLMs to gen-289

erate pseudo-scores on the performance. We categorize 10290

LVLMs into two groups based on their released date, the first291

group contains LLaVA-1.6, XComposer2, Monkey, CogVLM292

and MiniCPM-V2, the second group contains mPLUG-Owl2,293

Qwen-VL, MMAlaya, Xtuner and VisualGLM. Using these294

two groups to generate pseudo-scores are dubbed PSG with G1295

and PSG with G2. Experimental results are shown in Figure 4,296

which reveal that: (1) The proposed framework can be directly297

used to boost LVLMs that are not used for generating pseudo-298

scores, which show the transferability of our framework. (2)299

The use of more recent LVLMs for generating pseudo-scores al-300

lows for greater improvements in general. (3) Different LVLMs301

have different performance upper bound, some of them achieve302

limited accuracy (e.g., ∼ 70% in accuracy for VisualGLM) even303

are augmented with ground-truth segments (GT Segment).304

5.5 Analysis of Diversity Selection305

In this section, we investigate the necessity of diversity selection. We compare our diversity selection306

(Div-𝐾) with Top-𝐾 selection, and the experimental results of 10 LVLMs are shown in Figure 5.307

The Top-𝐾 selection means stitching 𝐾 content segments with the highest scores together to prompt308

the LVLMs. For Div-𝐾, 𝐾 denotes the number of clusters. Experimental results demonstrate that:309
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Figure 5: Comparison between Top-𝐾 selection and diversity selection (Div-𝐾), where 𝐾 denotes
the number of stitched content segments for prompting LVLMs. For each sub-figure, the horizontal
coordinate is 𝐾 and the vertical coordinate is the accuracy. Note that an accuracy of 0 means that the
model fails at the context length under the current setting of 𝐾 , and is labeled as a triangle.

(1) Our diversity selection outperforms the Top-𝐾 selection regardless of the setting of 𝐾 for most310

LVLMs. (2) As 𝐾 increases, the performance using the Top-𝐾 selection plummets. This is because311

content with high scores is similar, and if a LVLM receives too many duplicate content as inputs, it312

will misinterpret the instruction and thus repeat the inputs instead of answering the question. These313

experimental results prove the necessity and effectiveness of the diversity selection.314

5.6 Analysis of Website Filter315

10% 25% 40% 55% 70% 85% 100%
50

55

60

65

70

75

80

85

90
Acc

MiniCPM-V2
LLaVA-1.6
XComposer2

Monkey
CogVLM
mPLUG-Owl2

Qwen-VL
Xtuner
VisualGLM

Figure 6: Accuracy under the con-
tent filter processing different per-
centages of website content.

An important capability of the website filter is the trade-off316

between the content filter efficiency and the LVLMs’ accuracy.317

Adjusting the filtered website number 𝑁 can control the token318

number that the content filter needs to process as a percent-319

age of the total token number returned by the search engine,320

dubbed 𝜃. The variation in accuracy of LVLMs as 𝜃 increases321

is shown in Figure 6, we can observe that: (1) The accuracy of322

LVLMs increases with 𝜃, especially when 𝜃 ≤ 40%. (2) The323

increase in accuracy of LVLMs slows down after 𝜃 ≥ 40%.324

Therefore, setting 𝜃 = 40% achieves a better trade-off, because325

the accuracy obtained by processing 40% tokens is close to326

98% of the accuracy obtained when processing 100% tokens.327

6 Limitations328

In our implementation, the hierarchical filtering model is trained apart from the LVLMs, which may329

affect the performance considering the differences in training data, architecture design, and abilities330

of LVLMs. In the future, we will consider training the filter and the LVLMs in an end-to-end manner.331

7 Conclusion332

In this work, we have presented UDKAG, a plug-and-play framework to augment LVLMs in handling333

visual question answering about up-to-date knowledge. By introducing a hierarchical filtering model,334

the framework enables LVLMs to access up-to-date knowledge. A UDK-VQA dataset is further335

curated by scraping up-to-date news and generating news-related VQA samples. The dataset enables336

quantitatively evaluate the ability of LVLMs to respond to questions about up-to-date knowledge.337

Experimental results on UDK-VQA demonstrate that our framework can significantly boost the338

performance of LVLMs for answering questions requiring up-to-date knowledge.339
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to registered users), but it should be possible for other researchers to have some path to550

reproducing or verifying the results.551

5. Open access to data and code552

Question: Does the paper provide open access to the data and code, with sufficient instructions to553

faithfully reproduce the main experimental results, as described in supplemental material?554

Answer: [No]555

Justification: We do not provide open access to the data and code at this time, but can publish part of556

them at the rebuttal stage if the reviewers need it. The complete data and code will be published after557

the paper is accepted.558

Guidelines:559

• The answer NA means that paper does not include experiments requiring code.560

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/561

guides/CodeSubmissionPolicy) for more details.562

• While we encourage the release of code and data, we understand that this might not be possible,563

so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless564

this is central to the contribution (e.g., for a new open-source benchmark).565
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• The instructions should contain the exact command and environment needed to run to reproduce566

the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/567

guides/CodeSubmissionPolicy) for more details.568

• The authors should provide instructions on data access and preparation, including how to access569

the raw data, preprocessed data, intermediate data, and generated data, etc.570

• The authors should provide scripts to reproduce all experimental results for the new proposed571

method and baselines. If only a subset of experiments are reproducible, they should state which572

ones are omitted from the script and why.573

• At submission time, to preserve anonymity, the authors should release anonymized versions (if574

applicable).575

• Providing as much information as possible in supplemental material (appended to the paper) is576

recommended, but including URLs to data and code is permitted.577

6. Experimental Setting/Details578

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,579

how they were chosen, type of optimizer, etc.) necessary to understand the results?580

Answer: [Yes]581

Justification: We provide the implementation details including hyperparameter settings, baseline582

selection and evaluation details.583

Guidelines:584

• The answer NA means that the paper does not include experiments.585

• The experimental setting should be presented in the core of the paper to a level of detail that is586

necessary to appreciate the results and make sense of them.587

• The full details can be provided either with the code, in appendix, or as supplemental material.588

7. Experiment Statistical Significance589

Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-590

tion about the statistical significance of the experiments?591

Answer: [No]592

Justification: We follow existing work in the areas we work in and do not provide statistical significance593

for fair comparisons.594

Guidelines:595

• The answer NA means that the paper does not include experiments.596

• The authors should answer "Yes" if the results are accompanied by error bars, confidence597

intervals, or statistical significance tests, at least for the experiments that support the main claims598

of the paper.599

• The factors of variability that the error bars are capturing should be clearly stated (for example,600

train/test split, initialization, random drawing of some parameter, or overall run with given601

experimental conditions).602

• The method for calculating the error bars should be explained (closed form formula, call to a603

library function, bootstrap, etc.)604

• The assumptions made should be given (e.g., Normally distributed errors).605

• It should be clear whether the error bar is the standard deviation or the standard error of the606

mean.607

• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably report608

a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is609

not verified.610

• For asymmetric distributions, the authors should be careful not to show in tables or figures611

symmetric error bars that would yield results that are out of range (e.g. negative error rates).612

• If error bars are reported in tables or plots, The authors should explain in the text how they were613

calculated and reference the corresponding figures or tables in the text.614

8. Experiments Compute Resources615

Question: For each experiment, does the paper provide sufficient information on the computer616

resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?617

Answer: [Yes]618

Justification: We provide the computer resources for reproducing the experiments.619

Guidelines:620
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• The answer NA means that the paper does not include experiments.621

• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud622

provider, including relevant memory and storage.623

• The paper should provide the amount of compute required for each of the individual experimental624

runs as well as estimate the total compute.625

• The paper should disclose whether the full research project required more compute than the626

experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into627

the paper).628

9. Code Of Ethics629

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code630

of Ethics https://neurips.cc/public/EthicsGuidelines?631

Answer: [Yes]632

Justification: Our work conforms with the NeurIPS Code of Ethics.633

Guidelines:634

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.635

• If the authors answer No, they should explain the special circumstances that require a deviation636

from the Code of Ethics.637

• The authors should make sure to preserve anonymity (e.g., if there is a special consideration due638

to laws or regulations in their jurisdiction).639

10. Broader Impacts640

Question: Does the paper discuss both potential positive societal impacts and negative societal impacts641

of the work performed?642

Answer: [NA]643

Justification: There is no societal impact of our work performed.644

Guidelines:645

• The answer NA means that there is no societal impact of the work performed.646

• If the authors answer NA or No, they should explain why their work has no societal impact or647

why the paper does not address societal impact.648

• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,649

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-650

ment of technologies that could make decisions that unfairly impact specific groups), privacy651

considerations, and security considerations.652

• The conference expects that many papers will be foundational research and not tied to particular653

applications, let alone deployments. However, if there is a direct path to any negative applications,654

the authors should point it out. For example, it is legitimate to point out that an improvement in655

the quality of generative models could be used to generate deepfakes for disinformation. On the656

other hand, it is not needed to point out that a generic algorithm for optimizing neural networks657

could enable people to train models that generate Deepfakes faster.658

• The authors should consider possible harms that could arise when the technology is being used659

as intended and functioning correctly, harms that could arise when the technology is being used660

as intended but gives incorrect results, and harms following from (intentional or unintentional)661

misuse of the technology.662

• If there are negative societal impacts, the authors could also discuss possible mitigation strategies663

(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-664

ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the665

efficiency and accessibility of ML).666

11. Safeguards667

Question: Does the paper describe safeguards that have been put in place for responsible release of668

data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or669

scraped datasets)?670

Answer: [Yes]671

Justification: We use search engines to access Internet data, and search engines have their own methods672

to avoid security safety risks. Moreover, samples in the test set we curated have been reviewed case by673

case.674

Guidelines:675

• The answer NA means that the paper poses no such risks.676
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• Released models that have a high risk for misuse or dual-use should be released with necessary677

safeguards to allow for controlled use of the model, for example by requiring that users adhere to678

usage guidelines or restrictions to access the model or implementing safety filters.679

• Datasets that have been scraped from the Internet could pose safety risks. The authors should680

describe how they avoided releasing unsafe images.681

• We recognize that providing effective safeguards is challenging, and many papers do not require682

this, but we encourage authors to take this into account and make a best faith effort.683

12. Licenses for existing assets684

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,685

properly credited and are the license and terms of use explicitly mentioned and properly respected?686

Answer: [Yes]687

Justification: We’ve cited the original paper of the code and model we used.688

Guidelines:689

• The answer NA means that the paper does not use existing assets.690

• The authors should cite the original paper that produced the code package or dataset.691

• The authors should state which version of the asset is used and, if possible, include a URL.692

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.693

• For scraped data from a particular source (e.g., website), the copyright and terms of service of694

that source should be provided.695

• If assets are released, the license, copyright information, and terms of use in the package should696

be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for697

some datasets. Their licensing guide can help determine the license of a dataset.698

• For existing datasets that are re-packaged, both the original license and the license of the derived699

asset (if it has changed) should be provided.700

• If this information is not available online, the authors are encouraged to reach out to the asset’s701

creators.702

13. New Assets703

Question: Are new assets introduced in the paper well documented and is the documentation provided704

alongside the assets?705

Answer: [No]706

Justification: We will provide open access to part of the new assets at the rebuttal stage if the reviewers707

need it. The complete assets will be published after the paper is accepted.708

Guidelines:709

• The answer NA means that the paper does not release new assets.710

• Researchers should communicate the details of the dataset/code/model as part of their sub-711

missions via structured templates. This includes details about training, license, limitations,712

etc.713

• The paper should discuss whether and how consent was obtained from people whose asset is714

used.715

• At submission time, remember to anonymize your assets (if applicable). You can either create an716

anonymized URL or include an anonymized zip file.717

14. Crowdsourcing and Research with Human Subjects718

Question: For crowdsourcing experiments and research with human subjects, does the paper include719

the full text of instructions given to participants and screenshots, if applicable, as well as details about720

compensation (if any)?721

Answer: [NA]722

Justification: The test samples of our curated UDK-VQA dataset are checked by co-authors.723

Guidelines:724

• The answer NA means that the paper does not involve crowdsourcing nor research with human725

subjects.726

• Including this information in the supplemental material is fine, but if the main contribution of the727

paper involves human subjects, then as much detail as possible should be included in the main728

paper.729

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other730

labor should be paid at least the minimum wage in the country of the data collector.731
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15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Subjects732

Question: Does the paper describe potential risks incurred by study participants, whether such733

risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an734

equivalent approval/review based on the requirements of your country or institution) were obtained?735

Answer: [NA]736

Justification: The test samples of our curated UDK-VQA dataset are checked by co-authors.737

Guidelines:738

• The answer NA means that the paper does not involve crowdsourcing nor research with human739

subjects.740

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be741

required for any human subjects research. If you obtained IRB approval, you should clearly state742

this in the paper.743

• We recognize that the procedures for this may vary significantly between institutions and744

locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for745

their institution.746

• For initial submissions, do not include any information that would break anonymity (if applica-747

ble), such as the institution conducting the review.748

18


	Introduction
	Related Work
	Retrieval-Augmented Generation
	Large Models with Search Engine

	Framework
	Query Generator
	Search Engine
	Hierarchical Filtering Model
	Augmented Generation

	UDK-VQA Dataset
	Query Collection
	Question Generation
	Image Assignment
	Pseudo-Score Generation
	Manual Screening
	Dataset Analysis

	Experiments
	Settings
	Quantitative Comparison with SOTA LVLMs
	Ablation Studies
	Analysis of Pseudo-Score Generation
	Analysis of Diversity Selection
	Analysis of Website Filter

	Limitations
	Conclusion

